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Abstract
Today’s AI systems are powerful to the extent that they have largely entered the mainstream and
divided the world between those who believe AI will solve all our problems and those who fear
that AI will be destructive for humanity. Meanwhile, trusting AI is very difficult given its lack
of robustness to novel situations, consistency of its outputs, and interpretability of its reasoning
process. Building trustworthy AI requires a paradigm shift from the current oversimplified practice
of crafting accuracy-driven models to a human-centric design that can enhance human ability on
manageable tasks, or enable humans and AIs to solve complex tasks together that are difficult
for either separately. At the core of this problem is the unrivaled human generalization and
abstraction ability. While today’s AI is able to provide a response to any input, its ability to
transfer knowledge to novel situations is still limited by oversimplification practices, as manifested
by tasks that involve pragmatics, agent goals, and understanding of narrative structures. As
there are currently no venues that allow cross-disciplinary research on the topic of reliable AI
generalization, this discrepancy is problematic and requires dedicated efforts to bring in one
place generalization experts from different fields within AI, but also with Cognitive Science. This
Dagstuhl Seminar thus provided a unique opportunity for discussing the discrepancy between
human and AI generalization mechanisms and crafting a vision on how to align the two streams
in a compelling and promising way that combines the strengths of both. To ensure an effective
seminar, we brought together cross-disciplinary perspectives across computer and cognitive science
fields. Our participants included experts in Interpretable Machine Learning, Neuro-Symbolic
Reasoning, Explainable AI, Commonsense Reasoning, Case-based Reasoning, Analogy, Cognitive
Science, and Human-AI Teaming. Specifically, the seminar participants focused on the following
questions: How can cognitive mechanisms in people be used to inspire generalization in AI? What
Machine Learning methods hold the promise to enable such reasoning mechanisms? What is the
role of data and knowledge engineering for AI and human generalization? How can we design and
model human-AI teams that can benefit from their complementary generalization capabilities?
How can we evaluate generalization in humans and AI in a satisfactory manner?
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1 Executive Summary

Filip Ilievski (VU Amsterdam, NL)
Sascha Saralajew (NEC Laboratories Europe – Heidelberg, DE)

License Creative Commons BY 4.0 International license
© Filip Ilievski and Sascha Saralajew

The Dagstuhl Seminar consisted of
1. lightning talks, where each participant had 2min for a short introduction and the present-

ation of a motivating (funny) example of generalization,
2. perspective pitches, where invited researchers from different domains gave a short talk

about generalization in their domain (15min talk and 15min discussion),
3. daily discussion breakout sessions, where researchers organized in groups to discuss aspects

of generalization and to work on the joint perspectives paper, and
4. plenary sessions, where we discussed the progress and results of the different breakout

groups and organizing question around the seminar.

Day 1 featured an introductory session by the organizers and the lightning talks. During
day 1, there were two perspective pitches on generalization from the angle of analogy (by
Ken Forbus) and knowledge representation in symbolic AI (by Luciano Serafini). In the
afternoon of day 1, the participants discussed generalization in four working groups:
1. types of generalization,
2. methods of generalization,
3. evaluation of generalization, and
4. human-AI teaming.
All teams were comprised of participants with diverse background and interests. The
formation of these four groups was informed by a poll on possible topics that was sent to the
participants before the seminar, filled by nearly all participants. At the end of day 1, each
group provided updates centered around three questions:
1. How is it done today?
2. How well are we doing?
3. What are open challenges and important future directions?
Day 1 ended up with a plenary session during which each of the groups reported on their
initial ideas, and received feedback from the other participants.

Day 2 featured four perspective pitches, highlighting the angles of statistical physics
(by Michael Biehl), cognitive science (by Ute Schmid), computational linguistics (by Vered
Shwartz), and computer vision (by Wael AbdAlmageed). In the afternoon, the participants
split into the same four working groups as in day 1, with an instruction to organize the list of
considerations from day 1. A key goal was to narrow down the scope of each working group
and to identify important points to focus on. Day 2 ended with a debrief by the breakout
sessions, during which common aspects emerged in different groups.

To facilitate a fruitful end of the seminar, the organizers came up with a set of 4 pillars
that each of the groups was supposed to organize their content around, during day 3. These
included: theory, context, representation, and foundational models. On day 3, each group
provided an attempt to organize their content into these four pillars to the extent possible.
Day 3 (half a day) ended with a discussion on the next steps, with a specific goal of writing
a joint agenda-setting paper with all participants, targeted at a prestigious venue.

https://creativecommons.org/licenses/by/4.0/
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In the meantime, the organizers and Prof. Ute Schmid formed an editorial team that has
been leading the process of writing the perspectives paper, and the participants provided
two versions of write-up from their group: a long version and a short version. The short
versions are limited to 2-3 pages and 20-25 citations, to conform jointly with the restrictions
of journals like Nature Machine Intelligence. At the time of writing, the editorial team is busy
with preparing this submission, with another round of feedback and collaboration scheduled
with the participants in August.

24192
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3 Overview of Talks

3.1 Generalization from the perspective of computer vision
Wael Abd-Almageed (Clemson University, US)

License Creative Commons BY 4.0 International license
© Wael Abd-Almageed

Artificial Intelligence (AI) has been experiencing significant advances in the last 10 years,
including image and video understanding and natural language dialog systems. AI promises
to disrupt a wide range of applications and industries from self-driving cars and intelligent
transportation to drug discovery and healthcare. However, existing AI technology suffer
from major limitations in terms of generalization to real-world scenarios and real-world
data. In the first part of this talk, I will be discussing several limitations of computer
vision systems, as one important modality of AI systems. For example, the performance of
computer vision systems trained to classify, detect and/or segment a set of object classes
degrades rapidly when these systems are deployed in new environments where the statistical
distribution and/or characteristics of the data is different than training data. Meanwhile,
computer vision systems with continual learning capabilities struggle to differentiate between
outliers of known classes (e. g., unusual fish or bird) and samples from completely new classes
(e. g., new biometric face spoofing attack) that should be incorporated into the AI system.
Further, continual learning system often suffer from catastrophic forgetting, when learning
new classes and/or adapting to new data distributions leads to performance degradation on
already learned classes/distributions. In the second part of the talk, I will discuss a hybrid
NeuroSymbolic artificial intelligence architecture that mitigates the limitations of existing
AI systems and leads to better generalization and reasoning capabilities, when AI systems
are deployed in new real-world environments

3.2 Generalization from the perspective of the statistical physics of
learning

Michael Biehl (University of Groningen, NL)

License Creative Commons BY 4.0 International license
© Michael Biehl

In this presentation, the term generalization refers to the ability of adaptive systems, for
instance, neural networks, to apply a rule that is learned from training examples to novel,
unseen data in the working phase. The statistical physics approach to learning theory
is outlined very briefly. It complements other theoretical frameworks and has re-gained
significant interest due to the growing popularity of neural networks and machine learning
in general. The computation of typical learning curves in so-called student teacher model
scenarios is exemplified in terms of training layered networks by stochastic optimization of an
objective function. Assuming training from randomized data sets, the average generalization
ability is computed as a function of the training set size, for instance, the number of available
examples. As an important example result, the existence of phase transitions in batch
training is discussed: here the generalization ability improves suddenly at a critical data set
size. Similarly, the analysis of the training dynamics of stochastic gradient descent reveals
the existence of plateau states which can dominate the training process. They are left by
means of rapid changes of the generalization ability with time and can lead to cascade-like
learning curves.

24192

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/


6 24192 – Generalization by People and Machines

3.3 Generalization in People and Machines: An Analogy/Cognitive
Science Perspective

Kenneth D. Forbus (Northwestern University – Evanston, US)

License Creative Commons BY 4.0 International license
© Kenneth D. Forbus

How does the human ability to generalize work? This talk examined two sources of this
capability. The first are qualitative representations, which provide abstract causal and
spatial models that are easier to learn than detailed quantitative models. The second
is analogy, where the process of analogical matching provides a means of constructing
generalizations by identifying what is common across a set of examples. The talk outlined
Gentner’s structure-mapping theory, the analogy stack consisting of cognitive models of
matching, retrieval, and generalization, and how these have been used in a variety of cognitive
simulations and performance-oriented AI systems. The Continuum of Knowledge Hypothesis
was discussed, which proposes that knowledge starts out concrete and is incrementally and
partially abstracted in stages. Finally, a set of open questions was discussed.

3.4 Generalization and Abstraction in Cognitive Science
Ute Schmid (Universität Bamberg, DE)

License Creative Commons BY 4.0 International license
© Ute Schmid

Generalization is defined as transfer of what has been learned in one context to a new one
which is similar. Representation and how similarity is assessed are crucial for generalization.
Generalisazion can involve abstraction of general characteristics (deleting irrelevant and
constructing more general features) for a collection of entities. In the talk I give an introduc-
tion to classic theoretical approaches and empirical findings from cognitive science with a
focus on concept learning. Open questions, from my perspective, are: (1) The relationship
between generalisation and representation: Where does structure come from? What is the
human inductive bias which leads to useful generalizations? (2) What is the relation between
implicit and explicit learning?

3.5 What do knowledge representation people think when they hear
“generalisation”

Luciano Serafini (Bruno Kessler Foundation – Trento, IT) and Frank van Harmelen (VU
Amsterdam, NL)

License Creative Commons BY 4.0 International license
© Luciano Serafini and Frank van Harmelen

Generalization in KRR is usually defined with respect to a logical framework where back-
ground knowledge, also known as inductive biases, is expressed through sentences of a logical
language. The adopted logical framework provides an inference mechanism to check logical
consequence and a background theory (set of formulas) to explicitly state assumptions
(inductive biases). Within this framework, four main processes of generalization can be

https://creativecommons.org/licenses/by/4.0/
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formally defined. The first process is Predicate Invention: this involves identifying a set
of elements in the domain of interest and defining the necessary and sufficient conditions
for membership in this set. The second process of generalization occurs during Cluster-
ing: given a set of individuals S with associated properties, the goal is to find a partition
S1, . . . , Sk of S based on the similarity of their properties. Subsequently, extend the language
with new symbols for each cluster in the partition. Another process of generalization is
Subsumption: starting from classes C1, . . . , Ck, introduce a superclass S that subsumes
each Ci, meaning that every instance of Ci is an instance of S, and optionally, every instance
of S is an instance of some Ci. A further generalization method is called Rule Mining:
given a set F of ground facts about a subset of individuals S, find a set of lifted rules that
hold for a larger set of individuals S′ ⊃ S. Building Analogies is another generalization
process found in the KR literature. In this case, given a base domain B and a target domain
T , find a mapping α between the objects of B and T that preserves relational structure.
Finally, the operation of extending a formal theory is also a generalization process where
a theory T is expanded by adding new symbols to the language of T , providing a new set of
axioms T ′ that relate the new symbols to the existing ones, and then identifying a condition
C such that: T |= ϕ if and only if C, T ′ |= ϕ.

3.6 Generalization from the perspective of language
Vered Shwartz (University of British Columbia – Vancouver, CA)

License Creative Commons BY 4.0 International license
© Vered Shwartz

Out-of-distribution generalization in natural language processing is the ability of models to
solve examples from a different distribution of the training data, based on prior knowledge
and similarity to training examples. This includes robustness to prediction when introducing
superficial changes to the input; and updating the prediction when introducing semantic
changes to the input. Lack of generalization makes models brittle and unsafe to deploy
for real-world applications. Current evaluation methods for generalization include cross-
dataset evaluations and adversarial examples. In terms of making models more generalizable,
there are several model enhancements such as partial model updates, neuro-symbolic and
compositional models, and training on fewer examples (such as few-shot learning). From the
data perspective, training on more data or specifically on adversarial examples can make
models more robust. LLMs are exceptionally general and versatile, given their training on
vast amounts of raw text. They are to some extent able to generalize to new concepts and
ideas. However, they still over-rely on similar training examples, and are brittle when these
examples are manipulated. They are still not robust to changes in the prompt phrasing.
There is no evidence that they are capable of causal reasoning. Finally, testing generalization
in LLMs is tricky without access to the training data.

24192
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4 Working groups

4.1 Methods of Generalization
Barbara Hammer (Universität Bielefeld, DE), Xin Luna Dong (Meta Reality Labs – Bellevue,
US), Giuseppe Marra (KU Leuven, BE), Axel-Cyrille Ngonga Ngomo (Universität Paderborn,
DE), Gabriella Pasi (University of Milan, IT), Dafna Shahaf (The Hebrew University of
Jerusalem, IL), and Frank van Harmelen (VU Amsterdam, NL)

License Creative Commons BY 4.0 International license
© Barbara Hammer, Xin Luna Dong, Giuseppe Marra, Axel-Cyrille Ngonga Ngomo, Gabriella Pasi,
Dafna Shahaf, and Frank van Harmelen

The group on methods for generalization identified three families of methods:
1. symbolic, for instance, predicate invention, semantic clustering, subsumption, rule mining,
2. statistical, for instance, machine learning methods, generative AI, representation learning,

and
3. combinations of the two, for instance, neuro-symbolic methods, embedding-based methods.
Generalizations can be learned directly from data, or they can be obtained from a combination
of data and knowledge. Key considerations about methods include

provable properties of generalizations including worst-case guarantees,
context sensitivity of generalization,
methods for explainability,
compositionality,
quantifying the trade-off between compression, memorization and forgetting,
evolving generalizations over time, and
choice of appropriate representations.

This group was coordinated by Frank van Harmelen and Barbara Hammer.

4.2 Human-AI Teaming and Generalization
Pascal Hitzler (Kansas State University – Manhattan, US), Alessandro Oltramari (Carne-
gie Bosch Institute – Pittsburgh, US), Zeynep G. Saribatur (TU Wien, AT), Ute Schmid
(Universität Bamberg, DE), John Shawe-Taylor (University College London, GB), Gabriella
Skitalinska (Leibniz Universität Hannover, DE), Clemens Stachl (Universität St. Gallen,
CH), Piek Vossen (VU Amsterdam, NL), and Michael R. Waldmann (Universität Göttingen,
DE)

License Creative Commons BY 4.0 International license
© Pascal Hitzler, Alessandro Oltramari, Zeynep G. Saribatur, Ute Schmid, John Shawe-Taylor,
Gabriella Skitalinska, Clemens Stachl, Piek Vossen, and Michael R. Waldmann

Machine-learning based systems and humans both are capable of generalizing from ex-
amples. However, generalization capabilities appear to differ significantly, with complement-
ary strengths and weaknesses. For example, humans are generally good at commonsense
reasoning, using structured knowledge, and handling out-of-distribution data. Machine
learning excels at objectivity (at least based on the data given), at scale, and at high com-
plexity. This complementarity gives opportunities for human-machine teaming, with each
side addressing the limitations of the other. For example, some generalization capabilities
of LLMs, like the quick production of rhetorically polished texts on any topic, are beyond
that of most humans. Yet, they make generalization errors (called “hallucinations”) like

https://creativecommons.org/licenses/by/4.0/
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Barbara Hammer, Filip Ilievski, Sascha Saralajew, and Frank van Harmelen 9

the replacing of specific facts with non-factual information; an error easily caught by a
knowledgeable human. But such human-machine teaming breaks down if the human is not a
topic expert.

The need for teaming arises naturally in complex application scenarios, for instance,
automotive driver assistance or complex decision making. For these, it is of central importance
that the human can assess machine responses, for example, has access to the rationales
(called “explanations”) on the basis of which the machine responded. Future XAI research
must prioritize understanding human cognition because effective human-AI collaboration
requires explanations that bridge the explanatory gap between human reasoning and AI’s
internal workings.

A critical challenge lies in reconciling fundamentally different reasoning paradigms:
human causal models versus AI’s deep learning associations. Can these approaches be
unified into a common explanatory language? Furthermore, fostering successful human-AI
teams necessitates AI’s ability to learn and potentially retain feedback indefinitely. Robust
feedback mechanisms are crucial for AI to understand effective communication and align
with human cognition, fostering seamless collaboration. Future research should also prioritize
the investigation of human generalization and abstraction processes and contrast those
with AI-based approaches. Interdisciplinary collaboration between computer and social
sciences will be essential to integrate this understanding into AI design, not only enhancing
explainability but also mitigating biases in machine learning generalization. This group was
coordinated by Pascal Hitzler, with help from John Shawe-Taylor.

4.3 Evaluation of Generalization
Filip Ilievski (VU Amsterdam, NL), Kiril Gashteovski (NEC Laboratories Europe – Heidelberg,
DE), Pasquale Minervini (University of Edinburgh, GB), Martin Mundt (TU Darmstadt,
DE), Sascha Saralajew (NEC Laboratories Europe – Heidelberg, DE), and Vered Shwartz
(University of British Columbia – Vancouver, CA)

License Creative Commons BY 4.0 International license
© Filip Ilievski, Kiril Gashteovski, Pasquale Minervini, Martin Mundt, Sascha Saralajew, and Vered
Shwartz

The generalization group identified certain challenges with evaluation of generalization, such
as:

inadequate data splitting practices,
hard to define the bounds of generalization,
no comprehensive way to evaluate the total phenomena,
limited metrics,
consolidation challenges of discriminative and generative evaluation,
measuring tradeoffs between predictive power and efficiency,
evaluating long-tail phenomena, and
selection of the right granularity for generalization.

Emerging practices for evaluation include
cross-benchmark evaluations,
testing robustness to perturbations,
evaluations of over- and under-generalization,
evaluation with multiple metrics, and
factoring out memorization.

24192
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10 24192 – Generalization by People and Machines

Many important questions were identified as relevant future works, including
the design of checklists,
evaluations of different levels of similarity,
clear definition of bounds of generalization, and
quantification of variations in performance.

This group was coordinated by Filip Ilievski and Sascha Saralajew.

4.4 Types of Generalization
Benjamin Paaßen (Universität Bielefeld, DE), Wael Abd-Almageed (Clemson University,
US), Michael Biehl (University of Groningen, NL), Marianna Marcella Bolognesi (University
of Bologna, IT), Kenneth D. Forbus (Northwestern University – Evanston, US), Luciano
Serafini (Bruno Kessler Foundation – Trento, IT), Gido van de Ven (KU Leuven, BE), and
Thomas Villmann (Hochschule Mittweida, DE)

License Creative Commons BY 4.0 International license
© Benjamin Paaßen, Wael Abd-Almageed, Michael Biehl, Marianna Marcella Bolognesi, Kenneth D.
Forbus, Luciano Serafini, Gido van de Ven, and Thomas Villmann

There are at least three types of generalization in the broader context of cognitive science
and artificial intelligence research:
1. Generalization refers to a process by which general concepts and rules are constructed

from example data.
2. Generalization refers to the product of such a process, meaning the general concepts and

rules themselves, in their diverse representations.
3. Generalization refers to the application of a product to new data.

The types of Generalization group dove deep into these three types and their sub-types,
drawing on prior work from cognitive science, symbolic artificial intelligence, and machine
learning. Key theories of generalization deal with abstraction, adaptation, domain extension,
composition, analogy/transfer, and in vs. out of distribution. Important representations of
generalization are:

symbolic rules,
prototypes/exemplars,
probabilistic distributions, and
functional mappings.

The coordinator of this working group was Benjamin Paassen.
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1 Exececutive Summary
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Alex Pothen (Purdue University – West Lafayette, US)
Robert Schreiber (Cerebras Systems – Palo Alto, US)
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We are happy to report on a lively and productive scientific discourse on discrete algorithms
on modern and emerging compute infrastructure. As always, Dagstuhl presented an ideal
setting for this kind of interdisciplinary meeting of experts from diverse backgrounds.

The aim was to identify requirements for
1. discrete algorithms imposed by emerging compute infrastructure;
2. emerging compute infrastructure imposed by discrete algorithms;
3. curricula at universities aiming to educate the next generation of designers of novel

discrete algorithms as well as of future compute infrastructure.
We focused on sparse linear algebra and graph algorithms while reaching out to a diverse set
of representatives from industry combining expertise in modern accelerators, next-generation
silicon, and quantum computing.

Research questions addressed included the following:
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1. How should today’s discrete algorithms be re-designed in order to meet the requirements
of emerging compute infrastructure?
a. Can lessons learned while mapping discrete algorithms onto modern compute infra-

structure be (partially) generalized for emerging compute infrastructure?
b. What are implications for (combinations of) deterministic, stochastic, and data-driven

methods?
c. What impact on the design of discrete algorithms and their implementation can be

expected from likely hierarchy / heterogeneity in emerging compute infrastructure?
2. How can emerging compute infrastructure be tailored towards the needs of practically

relevant discrete problems and their algorithmic solution?
a. How do we support irregularity and dynamics inherent in sparse linear algebra and

graph problems by suitable hardware architecture / system software?
b. What do suitable programming models / languages look like?
c. How could we account for memory-boundedness?

Following individual 5 min introductions, the program consisted of three plenary talks,
four plenary focus sessions / panel discussions, and four non-plenary working groups. Refer
to the respective abstracts for details.

24201
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3 Overview of Talks

3.1 Challenges for Computational Graph Algorithms
John Gilbert (University of California – Santa Barbara, US)
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Though applications of graphs go back at least to Euler in 1736, the age of large-scale
computation with graphs arguably began in the 1970s. Computing efficiently with graphs
has always been hard, but the challenges have evolved quite a bit over the past 50 years.
This talk speculates on what key challenges the designers and users of high-performance
graph computation will face during the next 10 years, organized roughly into the categories:
applications; data; machine architecture; algorithms; and productivity.

3.2 Graph Algorithms in Unsettled Times
Alex Pothen (Purdue University – West Lafayette, US)

License Creative Commons BY 4.0 International license
© Alex Pothen

We live in the time of a changing and uncertain computing environment. The end of Moore’s
law and Dennard scaling has led to searches for new computing substrates, from chiplets,
accelerators, wafer scale chips, neuromorphic computers, quantum computers, etc. The
growth of data science has led to graph models for unstructured data of increasing sizes for
downstream inference tasks. The artificial intelligence revolution has led to the study of
large scale graph neural networks, but also learning augmented algorithms, where machine
learning concepts are used to provably improve the quality of the solution or the run time
of the algorithm. All of these factors lead to the development of new models for algorithm
design, including approximation algorithms, distributed algorithms, online algorithms, semi-
streaming algorithms, dynamic algorithms, fixed parameter algorithms, etc. I will survey
of some of these topics in this introductory talk. Several of the workshops and panels at
this Dagstuhl Seminar will consider these topics in more detail, and my hope is that these
discussions could serve as a helpful vade mecum for algorithms researchers.

3.3 Trail Guide To Parameterized Algorithms In Practice
Blair D. Sullivan (University of Utah – Salt Lake City, US)

License Creative Commons BY 4.0 International license
© Blair D. Sullivan

This talk introduces the audience to a mixture of classic and recent algorithmic techniques
which originate primarily in the theoretical computer science community and exploit the non-
uniformity of computational hardness. In particular, the focus is on ideas that I think hold
promise for real-world network analysis in the next decade – despite often being completely
impractical in their current form! I also briefly discuss lessons learned from applications
where some of these techniques have been engineered successfully to impact domain science,
and highlight what I see as key challenges in the space.
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4 Working groups

4.1 Single-instance vs. batched vs. sequence of problems
Paolo Bientinesi (University of Umeå, SE)

License Creative Commons BY 4.0 International license
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Traditionally, library kernels are designed to support one specific mathematical operation.
The kernel interface is meant to make it possible to pass input arguments and to set
algorithmic parameters. The benefits of such a library design are undeniable and numerous,
e.g., separation of concerns, possibility of optimization, readability, and more.

In many scientific applications, not one, but many problems of the same kind have to be
solved. When such problems are independent of one another, they can be solved concurrently.
This observation led to the development of “batched” operations and respective libraries
(sometimes referred to as “streaming”). These are especially beneficial when each individual
problem is so small that the overhead due to a function call is noticeable. Batched operations
are also of obvious importance for data parallelism.

A more general (and arguably more common) scenario arises when an application involves
the solution of multiple problems on the same kind, and the problems are in some way
correlated with one another. Examples include multiple linear systems in which the coefficient
matrix varies parametrically, or problems that share partially the input data. In this case, we
talk about “sequences” of problems. Depending on the nature of the correlation, a sequence
of problems can be solved considerably faster than solving each problem individually.

Questions to be discussed:
Applications and workflows in which batches and sequences of problems arise.
How are problems correlated? How to exploit the correlation?
Limitations of the current interfaces.

Target Audience:
Anyone who designs and/or implements computational libraries for mathematical opera-

tions.
Report:
The working group consisted of 8-9 people and originated a lively discussion. We first had

a round of introductions during which everybody presented their “computational scenario(s)”.
We then brainstormed on what it would take for a library interface to capture such scenarios.
We quickly identified that in some cases it makes sense to abandon the concept of library
calls. One such case occurs when one has to solve not one single large problem, but many
problems that exhibit some form of commonality (e.g., similar input data). Another case is
when the ordering of the problems is a critical factor, for instance because of the size of the
intermediate results. In these cases, we discussed how a compiler (in contrast to a library)
would be preferable.
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4.2 Dynamic Algorithms Working Group
Kathrin Hanauer (Universität Wien, AT), David A. Bader (NJIT – Newark, US), Oded
Green (NVIDIA – Alpharetta, US), and Helen Xu (Georgia Institute of Technology – Atlanta,
US)
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Traditional, “static” algorithms follow a quite simplistic scheme: Given some input data, they
perform a number of computational steps and then stop and produce an output. However,
real-world data often is nowhere near static. Instead, it undergoes a constant stream of
modifications, caused, e.g., by user interactions, environmental changes, traffic flows, social
network activity, stock exchange dealing, and much more. A static algorithm would have to
be re-run each time the current result of its computations is needed. Worse, an update to the
graph within the above applications also requires that the data structure representing the
graph also be update. While the above seems both obvious and trivial, it overlooks the fact
that updating these sparse representations is in practice very challenging, especially when
wanting to stay as close as possible to CSR (compressed sparse row), which is the de-facto
data representation used for sparse applications.

For dynamic algorithms there is a need to update both the graph as well as update
algorithmic values associated to the problem. In contrast to static algorithms, dynamic
algorithms have received much fewer attention, especially in practice. This is in part due
to the following facts: 1) static graph problems are challenging in their own right and 2)
the need a for high-performing dynamic graph data structure prevents people from tackling
these harder problems as to have an effective dynamic graph algorithm one must first ensure
that the dynamic graph data structure will not become the bottleneck of the new algorithm.
Such bottlenecks can include the operations of updating the graph (aka insert and delete
operations) or in the graph access functionality that is necessary for simply accessing the
vertices and edges (as might be needed in a graph traversal problem). In this working group,
we discussed in particular the following topics:

Whereas de-facto standards exist for the efficient representation of static graphs, such as
the compressed sparse row format (CSR), a universal model for dynamic graphs is still in the
open. There has been a series of developments, such as STINGER [3], Aspen [2], CPMA [6],
cuSTINGER [4], or Hornet [1]. Still, different approaches exist and seem necessary to
accommodate for individual use case scenarios. The ideal scenario is finding general-purpose
“dynamic CSR“ format, but this is not without challenges1.

Introductory textbooks and survey papers exist on my algorithmic topics, but relatively
little material is available that focuses on dynamic algorithms and particularly their effi-
cient implementation and evaluation. Notably, there is a survey on fully-dynamic graph
algorithms [5] with an emphasis on experimental results, which gives an overview over recent
results in this area. However, following up on the first discussion, there is a lack of intro-
ductory materials describing, e.g., good enough and sufficiently simple data structures for
dynamic graphs that can be taught to undergraduate students. Furthermore, a standardized
benchmark data set could help to foster empirical research on dynamic algorithms.

The working group had 8–13 participants.

1 Oded Green described the Hornet data structure has essentially a dynamic version of CSR that allows
for sparse matrices and graphs to grow with few memory allocations necessary. The big reason that
Hornet can be considered CSR compatible is that memory access patterns are quite similar.

24201
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4.3 Towards a theory of tile-centric computation
Johannes Langguth (Simula Research Laboratory – Oslo, NO)
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The first and foremost topic of the working group was to define tile-centric computing (TCC)
and tile-centric architectures (TCAs). It is widely agreed that TCAs consist of a large
number of relatively small cores which directly connected to SRAM that is used as memory.
Together, a cores with its SRAM is referred to as a tile. There are some instances of such
TCAs in use today; these include the Graphcore Intelligence Processing Unit (IPU) and the
Cerebras Systems Wafer-Scale Engine (WSE).

This implies a focus on MIMD processing, although many candidate architectures also
have SIMD capabilities. TCAs thus differ from GPUs which strongly rely on wide SIMD
and typically contain small amounts of SRAM. They also differ from CPUs, despite the fact
that modern CPUs often contain a large number of cores connected to SRAM. The crucial
difference is the use of SRAM as user-controlled memory, rather than cache that buffers
accesses to larger DRAM or HBM in the case of CPUs.

The definition of interconnects between tiles made for a more lively discussion, especially
because the IPU and WSE differ substantially in this regard. While communication between
any pair of tiles on the IPU is almost equal, the 2D interconnect of the WSE makes physical
location in the tile grid very important. Furthermore, devices from several other vendors,
including SambaNova, Tenstorrent, and Groq, have a grid structure that is somewhat similar
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to the WSE, although it is not yet clear which of these architectures are suitable for graph
algorithms. Thus, the consensus was that data location in the tile grid is a crucial part of
TCC and that the IPU is an outlier in this regard. In any case, previous work has shown
that when using multiple IPUs, the locality problem again becomes highly relevant.

The accepted term for this idea is spatial computing, but since Apple is currently using
the term for its augmented reality product, some felt that the use of the term in a general
discussion is discouraged to avoid confusion. While this is similar to standard distributed
memory computation, it is important to stress that the tile-centric view considers the
computation to be shared among the tiles, rather than composed of independent computations
on e.g. MPI ranks, as is the case in message passing. While this distinction may sound overly
fine, an important consequence is that for tile-centric computation, different groups of tiles
having completely different functions is the norm rather than the exception.

Having defined, loosely, the class of TCAs and shared an understanding of the specifics of
some instances, the discussion focused on the implications: what questions do TCAs raise for
the graph algorithms community. There was a wide agreement that some sort of abstraction
layer such as graphBLAS is needed since the low level implementation on TCAs clearly
seems more difficult that on CPUs and likely also on GPUs. W.r.t. memory, a SHMEM or
PGAS-like interface would be desirable. In addition, there is a need for adapting existing
partitioning algorithms to the requirements of tile-centric devices. The the 2D interconnect
of the WSE also calls for algorithms that embed graphs into 2D space. Finally it was agreed
that advanced and unconventional algorithmic concepts such as temporal data sharing are
worth investigating on the new devices, although nothing concrete has been discussed so far

4.4 Adjoint Differentiation and Its Challenges
Johannes Lotz (NAG – Oxford, GB), Martin Bücker (Friedrich-Schiller-Universität Jena,
DE), and Paul D. Hovland (Argonne National Laboratory, US)
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Adjoints of arbitrary differentiable programs can be computed by an algorithm similar to
backpropagation in artificial neural networks. They are crucial ingredients of the CSE toolbox.
A major obstacle for an efficient implementation is the need for reversal of the data flow,
which yields a number of hard combinatorial optimization problems.

We were a group of six individuals. Although we had a prearranged list of topics, we
commenced by brainstorming the most engaging and promising subjects for the group. Ulti-
mately, we delved deeply into two main topics: The use of Automatic Adjoint Differentiation
(AAD) in finance, focusing on its hardware implications and the challenges associated with
the Partial Differential Equations (PDE) approach to Stochastic Differential Equations
(SDEs). The propagation of compressed Jacobians through a chain of sparse Jacobians. Our
discussions on both topics were productive and led to the following outcomes: A sub-group
consisting of Uwe Naumann, Johannes Lotz, and Jason Charlesworth decided to schedule a
follow-up meeting. Despite the initial promise of the idea, the group thoroughly analyzed it
and concluded that it did not contain any further significant potential.
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4.5 Hypergraph Algorithms Working Group
Nate Veldt (Texas A&M University – College Station, US), Alex Crane (University of Utah –
Salt Lake City, US), Gero Kauerauf (RWTH Aachen, DE), Daniel Král’ (Masaryk University
– Brno, CZ), Henning Meyerhenke (HU Berlin, DE), Henrik Reinstädtler (Universität Heidel-
berg, DE), Christian Schulz (Universität Heidelberg, DE), Blair D. Sullivan (University of
Utah – Salt Lake City, US), and Bora Uçar (ENS – Lyon, FR)
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Hypergraphs generalize graphs by allowing edges (also called hyperedges) to include an
arbitrary number of nodes, rather than just two. Hypergraph representations and algorithms
have been used in scientific computing applications for decades, and have recently have been
growing in popularity within the machine learning and data mining communities.

The working group on hypergraph algorithms specifically explored various extensions
and algorithms for a clustering framework called edge colored clustering (ECC) [1, 2]. The
input to the problem is a hypergraph in which every edge is associated with a color, and the
goal is to assign colors to nodes in order to maximize the number of satisfied edges, where a
satisfied edge is one in which all nodes within the edge are assigned the same color as the
edge. This framework has been used as a model for clustering objects based on the group
interactions they participate in (the hyperedges) as well as the type or category of interaction
(represented by the hyperedge color).

During our working group discussions we made progress on several variants and extensions
of the ECC problem. This includes (1) identifying new connections between a variant of ECC
with overlapping clusters and the concept of b-matchings in hypergraphs; (2) developing a new
streaming model for the problem and providing an initial analysis of the tradeoffs between
space and number of passes in designing approximation algorithms; and (3) identifying key
challenges in extending parameterized algorithms for the graph version of the problem to the
hypergraph setting. For the latter direction, we designed a polynomial kernel for checking
whether t hyperedges can be satisfied in a given hypergraph, whose size depends explicitly
on the rank r (the maximum hyperedge size).

References
1 Alex Crane, Brian Lavallee, Blair D. Sullivan, and Nate Veldt, Overlapping and robust edge-
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5 Panel discussions

5.1 Algorithms: Beyond the Static
Kathrin Hanauer (Universität Wien, AT), Quanquan C. Liu (Yale University – New Haven,
US), Manuel Penschuck (Goethe University – Frankfurt am Main, DE), and Helen Xu
(Georgia Institute of Technology – Atlanta, US)
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In the past, algorithms were often viewed as static entities, optimized for specific problems and
processing constraints. However, with the explosion of big data, the advent of modern CPUs
and the broad availability of computing clusters, the algorithm landscape has undergone
a profound shift. Today, we see – among others – a growing demand for algorithms that
can adapt dynamically to changing inputs, leverage parallel processing, harness the power
of distributed computing, and boost performance by integrating techniques from machine
learning.

In this session, we gave an introduction and overview over these modern algorithms and
discussed both theoretical advancements and practical applications as part of the following
talks:

Dynamic Graph Algorithms in Theory and Practice (Kathrin Hanauer, Universität Wien,
AT; [1])
Developing and Benchmarking Large-Scale Dynamic-Graph Containers (Helen Xu, Geor-
gia Institute of Technology – Atlanta, US)
Sampling Practical and Scalable Sampling Algorithms (Manuel Penschuck, Goethe Uni-
versity – Frankfurt am Main, DE)
Learning-Augmented Algorithms (Quanquan C. Liu, Yale University – New Haven, US)
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5.2 The Future of Computing
Bruce Hendrickson (LLNL – Livermore, US), Jakob Engblom (Intel Sweden – Kista, SE),
Chris Goodyer (Arm – Manchester, GB), and Oded Green (NVIDIA – Alpharetta, US)
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A combination of technological and market forces are driving rapid changes in computer
architectures and system designs. These changes will have significant impacts for algorithms
and software. This session reviewed the drivers behind these changes and provided some
thoughts on what the future might look like. The goal of this session was to provide context
for much of the remainder of the Dagstuhl program.

The session involved four presentations and lots of discussion. Bruce Hendrickson
of Lawrence Livermore National Lab moderated the session and provided an overview
/ introductory talk. This was followed by presentations from employees of three major
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computing companies sharing their thoughts on potential future paths. Chris Goodyer of
ARM spoke on “Building the future of computing.” Oded Green of Nvidia talked about “The
Future of Accelerated Combinatorial and Sparse Applications.” And Jakob Engblom of Intel
covered “Just Add Accelerators – The Answer to Everything?”

5.3 MLQAOA: Graph Learning Accelerated Hybrid Quantum-Classical
Multilevel QAOA

Ilya Safro (University of Delaware – Newark, US) and Eleanor Rieffel (NASA – Moffett
Field, US)

License Creative Commons BY 4.0 International license
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Main reference Bao Bach, Jose Falla, Ilya Safro: “MLQAOA: Graph Learning Accelerated Hybrid
Quantum-Classical Multilevel QAOA”, CoRR, Vol. abs/2404.14399, 2024.

URL http://dx.doi.org/10.48550/ARXIV.2404.14399

I. Safro: This is an introductory talk on the basics of quantum computing. We will introduce
qubits, quantum gates, circuits, basic principles of quantum mechanics for computing,
entanglement and several algorithms including Bernstein-Vazirani, Simon’s problem, Shor’s
algorithm, Hidden Subgroup Problem and Grover search.

I. Safro: Learning the problem structure at multiple levels of coarseness to inform
the decomposition-based hybrid quantum-classical combinatorial optimization solvers is
a promising approach to scaling up variational approaches. We introduce a multilevel
algorithm reinforced with the spectral graph representation learning-based accelerator to
tackle large-scale graph maximum cut instances and fused with several versions of the
quantum approximate optimization algorithm (QAOA) and QAOA-inspired algorithms.
The graph representation learning model utilizes the idea of QAOA variational parameters
concentration and substantially improves the performance of QAOA. We demonstrate the
potential of using multilevel QAOA and representation learning-based approaches on very
large graphs by achieving high-quality solutions in a much faster time. This talk is based on
several recent works [1],[2],[3], and [4].

E. Rieffel: The talk begins with an overview of the status of current quantum processors,
followed by a vision of future quantum computers. We will discuss commonalities and
differences between application-scale fault-tolerant quantum computing architectures (which
will necessarily contain many networked quantum and classical (non-quantum) processors)
and supercomputer architectures. We will then discuss the status of quantum algorithms
generally, before focusing on quantum and hybrid quantum-classical optimization algorithms,
with a mention of ties to sampling and machine learning. We then highlight quantum-inspired
classical algorithms and hardware. The last part of the talk gives brief glimpses of other
topics with relation to discrete problems and algorithms, including compilation of algorithms
to quantum hardware, quantum error correction, and polytopes arising in fundamental
quantum mechanics and quantum information theory.

References
1 Bao Bach, Jose Falla, Ilya Safro MLQAOA: Graph Learning Accelerated Hybrid Quantum-

Classical Multilevel QAOA. submitted, arXiv:2404.14399, 2024
2 Anthony Angone, Xioayuan Liu, Ruslan Shaydulin, Ilya Safro Hybrid Quantum-Classical

Multilevel Approach for Maximum Cuts on Graphs. IEEE High-Performance and Extreme
Computing (HPEC), preprint at https://arxiv.org/pdf/2309.08815.pdf, 2023
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5.4 Wafer Scale Computing: Fine Grain Parallelism and Rethinking
Parallel Computing

Robert Schreiber (Cerebras Systems – Palo Alto, US)
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I will explain how wafer-scale computing currently works by detailing the hardware, architec-
ture, and programming paradigms of the Cerebras machines, the only instance of commercial
wafer-scale computers today.

The CS-3 incorporates all memory and processing on one wafer, a wafer that contains
900,000 processing elements. With 48KB of local memory, a PE cannot hold very much data.
On the other hand, access to that data is at the same rate as peak speed computation. Most
interesting, the mesh interconnect has single-clock latency for sending a message (of 4 bytes)
to a mesh neighboring PE, and the network can sustain a 4 byte message to and from each
neighbor on every clock.

The wafer is therefore a working instance of processing co-located with memory. While it
is distributed memory from the addressing perspective, the extreme interconnect performance
allows programmers to treat distributed tensors as if they were shared – shared objects in
a distributed memory substrate. This finds uses in graph computing, sparse matrix vector
products, neutron transport applications, for some examples.

The absence of both memory walls and slow, high-overhead, high-latency interconnect
permits very fine grained parallel applications that achieve excellent performance. This in
turn allows strong scaling in which each PE holds only a few words of the problem data,
taking full advantage of the easy accessibility of data on near neighbor PEs. Thus, strong
scaling is quite successful, which reduces runtimes for problems of the scale that fit the wafer
by two orders of magnitude, allowing applications that are impossible with conventional
systems. I will cover some use cases and give an outline of how the system can be programmed
using the Cerebras SDK.

24201
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Abstract
This report documents the program and the outcomes of Dagstuhl Seminar 24202 “Causal
Inference for Spatial Data Analytics”, taking place at Schloss Dagstuhl between May 12th and
17th, 2024.

The ability to identify causal relationships in spatial data is increasingly important for
designing effective policy interventions in environmental science, epidemiology, urban planning,
and traffic management. Current spatial data analytic methods rely mainly on descriptive and
predictive methods that lack explicit causal models. Spatial causal inference, i.e. causal inference
with spatial information offers a promising tool to address this challenge by extending causal
inference methodologies to spatial domains. However, this translation is challenging due to spatial
effects that might violate fundamental assumptions of causal inference. Spatial causal inference is
therefore still in its infancy, and there is a pressing need to accelerate its theoretical development
and support its adoption with a well-grounded methodological toolset. To facilitate the necessary
interdisciplinary exchange of ideas we convened the first Dagstuhl Seminar on Causal Inference
for Spatial Data Analytics.
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1 Executive Summary

Martin Tomko (The University of Melbourne, AU, tomkom@unimelb.edu.au)
Yanan Xin (ETH Zürich, CH, yanxin@ethz.ch)
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Spatial data analytics has undergone a revolution in recent years due to the availability of
large, observational spatial datasets and advances in spatially-explicit statistical analysis as
well as in machine learning. Despite these improvements, the current spatial data analysis
methods primarily center on exploratory, descriptive, and predictive modeling that are
grounded in correlational analysis. These approaches fall short of being able to quantify (and
sometimes even identify) causal relationships. However, there has been an increasing interest
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in identifying and quantifying causal relationships in spatial data which are key to designing
effective policy interventions in critical applications such as environmental and population
science, climate science, epidemiology, urban planning, and traffic management.

Causal inference has been an active field of study in statistics and philosophy for some
time. It recently gained traction in the machine learning community as a promising method
for enabling more intelligent AI capable of causal reasoning. Yet, the application of existing
causal inference methods to the spatial domain is not straightforward, and a theoretical and
methodological foundation for spatial causal analysis is in its infancy. Spatial effects, such as
spatial dependence and spatial heterogeneity, violate the fundamental assumptions of current
causal inference frameworks. Besides, the large sample size, high dimensionality (space,
time, attributes), and dynamic properties of spatio-temporal data also pose great challenges
in inferencing causal effects. Thus, there is a pressing need to accelerate the theoretical
development in the field of spatial causal inference and enable a broader adoption of the
methodological approaches supported by a well-grounded analytical toolset. Researchers
in environmental sciences, spatial econometrics, spatial statistics, theoretical GIScience,
and computing/machine learning communities have started making significant, yet thus
far disparate efforts contributing to the foundations of spatial causal inference. This lack
of interdisciplinary exchange of ideas and a comprehensive understanding of the potential
applications and limitations of spatial causal inference hinders progress across these disciplines.

As machine learning rapidly penetrates various spatial decision-making processes, the
time is right to enable cross-discipline conversations around spatial causal inference, and thus
maximize the impact of sound methodologies. As AI becomes widely applied to spatial data
analysis supporting planning and policy-making, it is imperative to develop approaches that
are interpretable, grounded, robust, and responsible. Enabling the conversations between
theoretical, computational, and domain experts who are active in causal inference and its
application for spatio-temporal systems will accelerate the development of more intelligent
and responsible AI for spatial decision-making.

This seminar is convened to initiate conversations across disciplines on these critical
questions around spatial causal inference. This five-day seminar covers topics on the defini-
tions and theories of spatial causal inference, methodologies and applications, software and
benchmark datasets, and open questions. A detailed program of the seminar is provided in
Figure 1. A summary of the daily discussions is shown below.

Unified Definitions of Spatial Causal Inference. The discussion focused on the specific-
ation of the spatial component in the causal inference process, covering topics on the
formalization of spatial causal inference questions, representations (e.g., Spatial DAG),
modeling approaches, and practical relevance.
Methodological Challenges and Solutions. Methodological challenges were demonstrated
through case studies in environmental science, transportation, advertisement and recom-
mendations, and other social science applications. Based on these case studies, the group
explored methods and ideas for modeling spatial confounding, spatial interference, spatial
treatments, and evaluation of spatial causal analysis.
Open-Source Software and Benchmarks. The session featured demos of the open-source
Python packages causalml and tigramite. Following the demonstrations, the group dived
into the discussions of casual discovery evaluations and establishing benchmarks for
spatial causal inference.
Open Questions and the Road Ahead. The group proposed key research questions in the
field of spatial causal inference and identified interests for continued collaborations on
these topics.

https://github.com/uber/causalml
https://github.com/jakobrunge/tigramite
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Figure 1 Program of Dagstuhl Seminar: Causal Inference for Spatial Data Analytics (May 12th –

17th, 2024).

As a major outcome of the seminar, key challenges and research questions were identified
in the field, as outlined in Section 4.4.5 Open Questions and also detailed in the notes of our
daily discussions. We hope these thoughts and ideas will inspire a broader research interest
in spatial causal inference and continue the exchange across disciplines, as well as between
academia and industry.

The seminar resulted in the desire to continue these discussions in a series of workshops
(the first to take place at ACM SIGSPATIAL 2024) and the need to establish a community
(spatial-causal.org).

In the following, the report will first present the position statements prepared by seminar
participants on their thoughts related to spatial causal inference. Next, detailed notes of our
daily discussions are documented in the report.

24202

spatial-causal.org


28 24202 – Causal Inference for Spatial Data Analytics

2 Table of Contents

Executive Summary
Martin Tomko and Yanan Xin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

Position Statements

Introductory statement
Martin Tomko . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
Introductory statement
Jianwu Wang . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
Position statement
Katerina Schindlerova . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
Introductory statement
Simon Dirmeier . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
Introductory statement
Urmi Ninad . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
Spatial statistical modelling for spatial causal inference
Andrew Zammit-Mangion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
Towards a holistic theory of spatial-causal inference
Kevin Credit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
Four open questions for a spatial causal inference
Levi John Wolf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
Emerging opportunities and challenges for spatial causal inference
Shu Yang . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
Position Statement
Andreas Gerhardus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
Position statement
Jonas Wahl . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
Position statement
Harinen Totte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
Position statement
Markus Reichstein . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
Position statement
Cécile de Bézenac . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
Position statement
Yanan Xin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
Position statement
Dominik Janzing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

Daily Summaries

Day 1: Definitions and Theories of Spatial Causal Inference . . . . . . . . . . . . . 42
Day 2: Methodologies of Spatial Causal Inference . . . . . . . . . . . . . . . . . . . 46
Day 3: Methodologies Continued . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50



M. Tomko and Y. Xin 29

Day 4: Demo of Causal Inference Packages, Benchmarking, and Open Questions . 51
Day 5: Revisiting the Definition of Spatial Causal Inference . . . . . . . . . . . . . 54

Participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

24202



30 24202 – Causal Inference for Spatial Data Analytics

3 Position Statements

3.1 Introductory statement
Martin Tomko (The University of Melbourne, Parkville, AU, tomkom@unimelb.edu.au)
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Research documenting spatial causal inference is scattered across disciplines. This leads
to inconsistent language describing highly heterogeneous theoretical commitments, model
assumptions, data processing approaches and modelling methods. As a result, it is currently
hard to synthesize best practices, unify methods under broader methodological frameworks,
and provide guidance to researchers entering this nascent field. I am looking forward to the
discussion unifying the perspective on spatial causal inference tasks across the disciplinary
perspective represented at the seminar. In particular, I will be interested in the commitments
preceeding the data science pipeline – the translation from a theoretically grounded position
that informs the design of a causal DAG; the subsequent refinement and explicit exposure of
the assume presence and role of spatial processes in the causal mechanisms captured by the
DAG, and a potential additional step, that I here term implementation DAG, linking the
capture of the causal chain to the data that will be analysed, including their fundamental
properties (incl. spatial support and scale, temporal scale, measurement levels).

It is, in my eyes, necessary to overtly state theoretical positions and a grounded hypothesis
before the data science pipeline for causal inference can be initiated. This subsequent pipeline
(also called spatial causal framework, e.g. by [1]) needs to be grounded in such a theoretical
statement, to make it clear which causal influences are analyzed and measured, and why
others may be omitted.

Establishing a strong practice of overt theoretical commitments before initiating the ana-
lytical pipeline would, hopefully, support the interpretability of the studies, their replication,
and the ability to judge the applicability of the results across (spatial) domains.

References
1 Kamal Akbari, Stephan Winter, and Martin Tomko. Spatial causality: A systematic review

on spatial causal inference. Geographical Analysis, 55(1):56–89, 2023.

3.2 Introductory statement
Jianwu Wang (Department of Information Systems, University of Maryland, Baltimore, USA,
jianwu@umbc.edu)
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Spatial causal inference is still a research area in its infant stage. It deserves a lot of research.
This seminar gives a great opportunity to check different opinions from attendees who are
from very different disciplines/backgrounds. Some consensus was drawn from the meeting
discussion. My overall position statements are:
1. Benchmarking: Benchmarking is critical to understanding performance differences

among various solutions proposed everyday. [1] provides an overview of related causal
discovery and inference applied to Earth science domain, which are mostly spatiotemporal
data. It also made efforts to list related synthetic and real-world data used in related
research.
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2. Machine/deep learning + Causality: The integration of machine/deep learning with
causal AI could greatly help each other. Integrating machine/deep learning into causal
inference could help causal inference’s performance by finding complicated patterns from
data. For instance, [2] shows how deep learning can be used to estimate direct and
indirect causal effects of spatiotemporal interventions in presence of spatial interference.
By integrating causal discovery/inference results could help machine learning models’
explainability.

3. Taxonomy: Some primer on the basic taxonomy/terminology will help researchers
understand each other’s work.

4. Community building: Additional community building efforts including additional
rounds of Dagstuhl Seminar, workshops and tutorials would greatly help the community
grow.

References
1 Sahara Ali, Uzma Hasan, Xingyan Li, Omar Faruque, Akila Sampath, Yiyi Huang, Md Os-

man Gani, and Jianwu Wang. Causality for earth science–a review on time-series and
spatiotemporal causality methods. arXiv preprint arXiv:2404.05746, 2024.

2 Sahara Ali, Omar Faruque, and Jianwu Wang. Estimating direct and indirect causal
effects of spatiotemporal interventions in presence of spatial interference. arXiv preprint
arXiv:2405.08174, 2024.

3.3 Position statement
Katerina Schindlerova (University of Vienna, Währingerstrasse 29, 1090 Vienna, Austria, –
katerina.schindlerova@univie.ac.at)
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Intensive discussions among the seminar participants with the background in spatial statistics
and/or causal inference have brought up ideas how to define the “spatial causal inference” as
well to formulate possible objectives and working directions of this new discipline. Some of
the working directions can be:
1. In case of multivariate case, it has been proposed to express the spatial distance of the

variables in the neighborhood of the target as a moderation variable.
2. Predictive causal inference based in Granger [1] and its non-linear versions [2] has been

an established field of causal inference, especially for temporal data/observations coming
from Earth sciences. Although spatio-temporal Granger causality has been introduced for
two variables [3], to our best knowledge, the extension to p > 2 spatio-temporal variables
has not been studied yet.

3. Setting the causal discovery graph based on the dependence test (e.g. by PC [4]) and
then applying causal inference to this graph (DAG) can provide ambiguous graphs for
spatial scenarios, if “new” data (i.e. those with non-zero distance from the data for which
was the graph generated) is used. There is a question for which types of data (or for
which data distributions) this two-step procedure provides a unique output causal graph.
Otherwise these types of causal discovery graphs could be used separately for data in
different spatial scenarios and the inference then applied to the resulted graphs.

24202
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3.4 Introductory statement
Simon Dirmeier (Swiss Data Science Center, ETH Zürich, CH,
simon.dirmeier@sdsc.ethz.ch)

License Creative Commons BY 4.0 International license
© Simon Dirmeier

The Dagstuhl Seminar on causal inference for spatial data analytics aimed to formalize where
cause-effect relationships in spatial data exist, how they can be potentially discovered, and
how their effect sizes can be quantified.

Briefly, let a causal spatial inference problem be defined as a problem involving an
acyclic digraph that denotes statistical (causal) dependencies between random variables
(X,Y, Z) and which has a potential spatial component s yielding the spatial graphical model
(X(s), Y (s), Z(s)).

Intriguingly, in the most general case, the factorization of the joint distribution defined
by the spatial graphical model contains both causal dependencies, e.g., X(s)→ Y (s) as well
as statistical ones, e.g, encoded via potential functions ψ (X(s), X(t)), which can complicate
typical operations, such as computation of interventional or counterfactual distributions. In
specific cases, e.g., when no correlation structure between spatial variables exists, the spatial
causal inference problem seems to be readily reduceable to the conventional causal framework
which allows for structure learning with contemporary constraint-based methods and effect
estimation using, e.g., the Pearlean identification criteria.

The emerging field of causal spatial inference offers a wide variety of interesting future
research directions ranging from discovery to estimation.

3.5 Introductory statement
Urmi Ninad (Causal Inference and Climate Informatics Lab, Technische Universität Berlin,
DE, urmi.ninad@tu-berlin.de)
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Causal inference aims to formalise the investigative query of discovering and quantifying
pathways of causation between variables. This query arises within many sciences, such as
climate science, neuroscience and geography. In several cases of interest, the variables, or

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/


M. Tomko and Y. Xin 33

the interactions between them, or the causal structure itself varies over space. A closer
look at the several applications cases quickly illustrates the richness of the problem of
incorporating spatial statistics into traditional causal inference language. We studied in
detail the problem of quantifying the effect of CO2 on gross primary production (GPP)
of plants. We also investigated disentangling the causal effect of emissions from a power
plant at certain space-coordinate from the causal effect of derivative (also called children in
causal graphical language) variables around that space-time coordinate also presents several
challenges, starting with the complication that the two causal drivers of air quality are
non-trivially related to, and influenced by each other. In the course of discussing these and a
few other examples, novel problems emerge, for which the causal inference toolbox is found
wanting.

In this Dagstuhl Seminar, a fruitful exchange between the spatial statistics and the causal
inference community resulted in the perspective that “spatial causal inference” is, in fact, an
umbrella term for problems where the space as a dimension plays a role, and either cannot be
ignored to ensure soundness, or can be instrumental for certain computations, such as that
of de-confounding. In order for this field to progress, a multi-pronged approach is required
that is motivated by grouping spatial causal inference tasks into clusters and advancing them
individually. The task of establishing a unified framework for any and all causal inference
queries that use the space dimension non-trivially would ideally emerge thereafter.

3.6 Spatial statistical modelling for spatial causal inference
Andrew Zammit-Mangion (University of Wollongong, AU, azm@uow.edu.au)

Spatial causality can express itself in various ways; it is not straightforward to represent
in directed acyclic graphs, and special care must be taken when establishing equations and
governing notation. The following insights from spatial statistical modelling may be useful
to bear in mind when constructing spatial causal models:
1. Causality is a property of the underlying process: We should resist the temptation

to think of a spatial treatment as directly affecting the outcome (or observation); the
spatial treatment affects a spatial variable that may only be observed through incomplete
and noisy data. Causality is between the spatial treatment and an (unobserved/latent)
spatial variable. This distinction is somewhat critical, because

2. What you see is not what you want to get (a.k.a. think hierarchically) [1]:
Even if the spatial outcome is observed in its entirety (i.e., there are no missing values),
it is generally a noisy version of the underlying process. Interest is in the causal effect
on the process, and not on the noisy data. Measurement errors, biases, etc. need to be
factored in when making inference on the causal effect.

3. Think continuously: In spatial causal models, treatments may be point referenced,
and data might be areal, or vice versa; this “change of support” problem [2] can be
solved by modelling everything on a continuously-indexed spatial domain, and by defining
treatments, outcomes, and any confounding variables as integrals over the spatial domain;
see also [3, 4].

4. Treatments can have far-reaching consequences: A treatment at si may cause the
outcome to change somewhere far away; at sj say. This is clearly the case in environmental
problems where polluting rivers affect ecosystems downstream, or where toxic gases from
a chemical plant affect people living in villages downwind. One therefore often needs
to model the “sensitivity” of the outcome at sj to a treatment at si, potentially for
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every si, sj inside the spatial domain of interest. It is from the combination of this
sensitivity and the treatment footprint (e.g., their inner product) that the effect on sj

can be established.
5. Think temporally: Spatial variables are either temporal snapshots of spatio-temporal

variables or averages of spatio-temporal variables over time. A legitimate question is: Does
averaged spatio-temporal causality lead to spatial causality? I believe the answer to this
question is yes (under linearity and some other assumptions): if the outcome at a certain
point in space and time is caused by a convolution of the spatio-temporal treatment and
a spatio-temporally varying sensitivity, then the temporally-averaged outcome at that
spatial location can be obtained from the the temporally averaged treatment and the
temporally aggregated sensitivity. This is a consequence of Fubini’s theorem; see [5],
Section 4.3, for details.
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3.7 Towards a holistic theory of spatial-causal inference
Kevin Credit (Maynooth University, IE, kevin.credit@mu.ie)
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Causal inference is an important approach for providing useful answers to scientific questions
– and solutions to applied problems – in regional science, geography, and urban planning.
However, there are a number of challenges to using causal inference in urban-geographic
settings: 1) the overlapping correlations inherent in spatial data and data-generating pro-
cesses often violate the basic assumptions of the potential outcomes model; 2) many of
the causal effects of interest in these settings are spatially- and temporally-heterogeneous,
and adoption/treatment is often staggered and/or of varying intensity; 3) in many cases
true randomized experiments in these settings are not possible to design to answer the
research questions of interest, which makes the availability of appropriate secondary data
and methodological choices of individual researchers particularly important.

Beyond these challenges, it is also important to note that the theory and methods of
causal inference have developed in somewhat distinct literatures and are often used on
different kinds of data to answer different kinds of questions. For instance, Rubin’s potential
outcomes model originated in statistics [1] and is used in a wide range of domains, often
in the social and health sciences. The difference-in-differences method, which was applied
seminally in Card and Krueger’s analysis [2] of minimum wage and employment – for which
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Card was awarded the 2021 Nobel Prize in Economics – is by far the dominant framework
for causal inference in economics, and continues to influence approaches to causal inference
coming from the spatial econometric perspective using (typically) areal spatial data [3].
Other methods of causal inference, such as the Structural Causal Model (SCM) [4], are
used to study earth systems data and spatial-temporal processes. Even more recently, new
approaches for estimating heterogeneous treatment effects – such as the “metalearners” [5]
and causal forest [6] – have emerged from the machine learning literature.

While the underlying philosophy of these approaches are arguably the same, they currently
speak different languages, use different notation, and focus on different assumptions. Thus
I think that any “spatial-causal” project must first acknowledge the unique development
of the various strands of causal inference in different disciplines. It should also attempt to
build a more holistic theory – or at least a more holistic accounting – of causal inference
as applied to spatial data, starting from general principles and moving to more specific
assumptions and approaches that can be applied to different kinds of spatial data in different
substantive domains. In my view, spatial causal inference should be a “broad church” that
includes any work dealing with problems of causal inference where the underlying process of
causation – including treatment, outcome, susceptibility, or confounding – varies in space
and is accounted for somehow in the analysis.
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3.8 Four open questions for a spatial causal inference
Levi John Wolf (University of Bristol, United Kingdom – levi.john.wolf@bristol.ac.uk)

License Creative Commons BY 4.0 International license
© Levi John Wolf

Geographic information science has a causality problem – for too long, it has focused on
defining causality as a kind of regularity, rather than as something arising from difference-
making interventions [1]. This has made it challenging to think about a very wide variety of
important geographical and urban planning problems, such as the expected effect of opening
transit stations, instituting new governmental policies, or intervening on the natural (or built)
environment to improve ecosystems and the environment. Despite many attempts to push
the field into an intervention-focused framing, GIScientists have remained focused on laws
due to the prevailing fixation on idiographic-nomothetic debates in 20th century geography
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reverberating through contemporary discussions of reproducibility and generalizability. It is
time to adopt more useful theoretical frameworks and mathematical formalisms in which
geographical planning, policy, and intervention can be understood [2]. This foundation for
a more causally-oriented geographical analysis requires a few important and fundamental
innovations in spatial causal inference.

Spatial DAGS It is quite challenging to understand how to appropriately represent contextual
effects in directed acylic graph (DAG) representations of models. These are the bread
and butter of contemporary causal inference, yet it is challenging to understand how to
represent spatial concepts within them. After this seminar, it seems that one useful way
forward may be through chain graph concepts, which require us to specify process-specific
forms of spatial dependence within the DAG itself.

Attributing Spatial Context Contextual effects are a very important component of spatial
planning and program evaluation. Broadly speaking, this refers to the effect that
surrounding conditions have on an outcome. In an interventionist case, it refers to
the effect that surrounding treatment may have on your outcome. Distinct from spatial
interference (where surrounding treatment interferes with your treatment), this is an
important novel component for spatial causal analysis which is difficult to represent in
classical causal analytical frameworks. This is distinct from the much more difficult
example of spatial endogeneity within Y , as might happen when outcomes that are near
one another influence one another.

General Spatial Causal Model Placing contextual effects alongside other well-studied spatial
causal issues (such as spatial confounding or interference), it becomes important to define
a so-called general spatial causal model that can be used to simluate data according to
multiple different processes. It seems that only by combining these various processes can
we actually identify treatment effect estimators that are robust to these processes.

Spatial Targeting In classical causal inference, I have learned this week that targeting is the
practice of identifying which subset would most benefit from treatment. Classical targeting
approaches assume that individuals’ treatments can be administered independently, but
this is not so when treatment has spatial components. In a spatial targeting problem,
applying a treatment in a given location (or with a given distance decay effect) may not
be beneficial to the surroundings of the treatment, even though it is beneficial at the
site of treatment. In GIScience, it is important to try to identify where an intervention
might maximize the post-intervention difference. This has mathematical similarities to
a maximal covering location problem (MCLP), a kind of set covering problem, where
it would be important to identify specific target locations that maximize benefits as a
function both of the direct and spillover treatment. Solving this remains an open question.

Regardless, this seminar has been quite effective in stimulating cross-community collabor-
ation between spatial statisticians and computer scientists studying spatial causal analysis
(or any subset of those terms). I believe this was immensely valuable, and it will undoubtedly
influence my thinking and future work.

References
1 Jing Zhang and Levi John Wolf. Rethinking “causality” in quantitative human geography.

Geography Compass, 18(3):e12743, 2024.
2 Levi John Wolf. Confounded Local Inference: Extending local Moran statistics to handle

confounding. pages 1–16.



M. Tomko and Y. Xin 37

3.9 Emerging opportunities and challenges for spatial causal inference
Shu Yang (North Carolina State University – Raleigh, USA, syang24@ncsu.edu)
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Spatial causal inference focuses on estimating the effect of treatments, interventions, exposures,
or policies, and inferring causal relationships using spatial data. The Dagstuhl Seminar on
spatial causal inference is both timely and important for fostering discussions among experts
from diverse fields and backgrounds.

The importance of spatial causal inference is underscored by the emergence of numerous
scientific questions that are inherently causal in nature [1], and the increasing availability of
large studies containing spatial data, such as those in environmental health, epidemiology,
geoscience, economics, urban planning, and earth science. Despite its potential, spatial causal
inference remains in its early stages and encounters significant challenges.

A fundamental characteristic of spatial data is that variables located closer together tend
to be more similar than those further apart, as per Tobler’s First Law of Geography. This
spatial correlation can violate classic causal assumptions, such as the independence and
identical distribution of observations, and the stable unit treatment value assumption, where
an outcome at one location may depend not only on the treatment at that location but also
on treatments at nearby locations. Additionally, causal relationships may vary spatially due
to differing environmental conditions across large areas. Addressing these complexities in
spatial causal inference is challenging but essential.

Nevertheless, spatially structured data can be an asset rather than a drawback. The
inherent structure can be leveraged to enhance causal inference. For example, different
spatial patterns in outcomes and confounders can be utilized to mitigate biases resulting
from missing spatial confounders [2]. This potential makes me optimistic about the future of
spatial causal inference.
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3.10 Position Statement
Andreas Gerhardus (DLR Institute for Data Science, Jena, DE, andreas.gerhardus@dlr.de)
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In my research, I work on theory and methods for causal inference as well as the application
of these methods to real-world data. My main focus lies on time series data, but I am also
increasingly dealing with applications to spatio-temporal data. This is why I am enthusiastic
to participate in and contribute to a week of discussions on causal analysis for spatial data.
In my view, it is particularly important to discuss the importance of specifying the respective
targets of estimation and discovery before proceeding to derive estimands and estimates
for these targets. Moreover, I am looking forward to discussions on the different roles that
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space can play in the analysis. For example, in one case one might be interested in the
cause-and-effect relationships between variables that by themselves are spatial, whereas in
another case one might be interested in the relationships between the variables at individual
space points and to this end need to take care of the confounding effect by variables at the
other spatial locations. From the seminar, I hope to take away thoughts for future work and
to lay the foundation for potential collaborations in the future.

3.11 Position statement
Jonas Wahl (Technical University of Berlin, DE & DLR Institute for Data Science Jena,
DE, wahl@tu-berlin.de)
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As many examples brought forward during this seminar aptly demonstrated, many questions
on cause and effect in the sciences involve data that is inherently spatial. On the one
hand, geoscientists, econometricians and statisticians have developed practical techniques
to deal with spatially structured data (many of which were discussed and presented at this
seminar), while causal inference researchers have formalized the notion of causal effects and
interventions with a focus on non-spatial data. In my opinion, there is a need for models that
clearly delineate between causally induced and spatially induced relationships, and on which
the concept of an intervention is unambiguously defined. These models should be close to
actual scientific practice. Therefore, equipping existing models with a notion of intervention
that implies a definition of causal effect which matches applied researchers’ intuition would
be a useful step forward. Hierarchical spatial process model [1] seem to be a particularly
fitting model class for this goal as they enable to formulate causal notions on the level of
the underlying process instead of directly on the measured data. Another reference that
has crystallized as a useful starting point for incorporating the causal notion explicitly into
spatio-temporal models is [2]. In addition, tools for generating data with both causal and
spatial components and literature that reviews existing ideas in combination with practical
examples and code would help the community significantly.

The Dagstuhl Seminar has done a particularly great job in making researchers explain
their methodology to experts from other fields, spurning interactions that would have been
rare otherwise. To keep the community going, future meetings, whether at Dagstuhl or in
other venues, would be crucial and first steps have been taken towards that goal.
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3.12 Position statement
Totte Harinen (Airbnb – San Francisco, USA, totte.harinen@airbnb.com)
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Spatial causal inference has the potential to be highly relevant for data scientists working
in industry. One immediate application is A/B testing, where spatial information can be
used to understand treatment effect heterogeneity and the regional targeting of interventions.
Ideas discussed in the seminar include spatial versions of existing causal machine learning
algorithms and using spatial features as covariates. Spatial causal inference can also help
with more well-known problems such as spatial confounding and spillover effects.

Industry can also benefit from the conceptual ideas discussed in the seminar, including
ways to reason about and represent space in the context of inference. Because there is no
systematic ways to represent space in data science, assumptions about its influence are often
left unstated. Developing frameworks for spatial causal reasoning would therefore plausibility
improve decision-making in industry.

To move spatial causal inference forward in industry, we need case studies that show its
successful application in concrete problems with non-curated data. Working on such case
studies will likely also surface interesting new methodological challenges.

3.13 Position statement
Markus Reichstein (Max-Planck-Institute for Biogeochemistry & ELLIS Unit Jena, DE,
mreichstein@bgc-jena.mpg.de)
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Both spatial dependence and causality are still often ignored in Earth system data analysis
and machine learning, leading to potentially biased results and misleading conclusions about
environmental effects on vegetation and ecosystems. That’s why this seminar on Causal
inference for Spatial Data Analysis is double-important.

Spatial dependence can be curse or blessing and I find it most interesting to see how it
can help with adjusting for confounding effects. For instance if we want to quantify the effect
of CO2 on vegetation photosynthesis from observations, we have to consider confounders
such as nitrogen deposition and should exploit those have a different spatial structure than
CO2 concentrations.

Another question is how to identify causal effects in a hybrid modelling framework, which
combines a process-based model with a machine-learning approach.

Other ideas inspired from the seminar:
Can we identify temporally or spatially varying DAGs from a spatio-temporal data set?
Can we use administrative boundaries to adjust for human confounders when we want to
find effects of climate variables?
How can we identify causal spatial context effects (aka convolutions in machine learning),
for instance on ecosystem responses to drought stress?
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3.14 Position statement
Cécile de Bézenac (University of Leeds, GB & The Alan Turing Institute – London, GB,
cdebezenac@turing.ac.uk)
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A major endeavour of the social sciences is to explain social process and therefore to generate
causal rather than associational claims. However, the identification of causal effects can
prove to be challenging if not impossible in the presence of social and spatial complexity.
Namely, interaction (direct or indirect) between individuals or events within a geographic
environment can result in spatial mechanisms that is difficult to completely disentangle in
the form of clear directed causal relationships. Having acknowledged such dynamics, what
is essentially put into question is the validity of the causal claims that stem from spatial
prediction models as well as from causal models that do not explicitly address the spatial
nature, or the “spatiality” of the problem. From this observation emerges the importance
but also the challenges of spatial causal inference. Defining this term and describing the
holistic landscape of this burgeoning field have been the focal points of this seminar. If one
were to think of spatial causality, as we have, as the more general form of causality, then one
may also consider what it takes to cement spatial considerations in the causal framework.
From the very interesting discussions I have noted several aspects that I see as “directions”
for this:

Methods for identification (or falsification) of “spatial effects” and learning relevant
spatial representations: this problem relates to one of invariance search under spatial
representations and transformations (permutation, aggregation...) for the identification
(or falsification) of “spatial effects” in the problem.
An appropriate formalism for the problem, as both a tool to reflect on the role of space
and to describe it. A formalisation should translate the relevant spatial (and temporal)
situation of the problem while being as actionable as possible. In the case of a DAG-based
descriptions, a spatiotemporal process may blur the distinctions between nodes and edges
(or what happens between two nodes). Solutions relate to the embedding of spatial nodes
in the graph or to the embedding of nodes in space (implying often a change of scale or
change of support). An interesting prospect would be to also consider the “embedding”
of edges in space: how do spatial relations relate to causal ones? (ex: perhaps considering
the use of chain graphs)
Inference methods: One of the objectives of developing community around this topic
is to bring together the tools that have been developed in various strands of research.
This also requires understanding their differences in order to build a structured set of
methods. I am interested in how representations of space and spatially formalising the
causal problem can support the modelling choices (ex: how may a causal forest method
integrate spatial information?)
Evaluation methods: In the absence of empirical ground truth, I believe one way forward
is to integrate our assumptions on the underlying spatial processes in a simulation
framework. By distinguishing between types of spatial (and temporal) mechanism one
can combine to generate a space of assumptions that would serve as a set (collection of
artificial datasets or a simulation protocol) on which to tests spatial causal methods.

I am interesting in exploring the synergies between empirical and simulation-based
methods in the context of spatial causal inference, particularly under complexity assumptions.
In that perspective, a complex systems approach such as Agent Based Models could serve the
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development of statistical tests and inference methods. Furthermore, I believe there is ground
for developing multi-agent simulation-based inference methods for spatial causal analysis,
harnessing their ability to describe the transition from micro-level processes to emergent
properties. On the condition of course that the questions of uncertainty and validation be
systematically addressed.

3.15 Position statement
Yanan Xin (Institute of Cartography and Geoinformation, ETH Zürich, CH, yanxin@ethz.ch)
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There has been a growing research interest in reasoning causality in spatial data analysis,
aiming to answer “what if” questions beyond “what is” queries. A fundamental challenge in
spatial causal inference is to understand, identify, and quantify the influence space exerts in
causal inference processes.

This research direction involves two key components. On the theoretical side, we need to
develop fundamental analytical frameworks for spatial causal inference, for example, extending
the potential outcome framework or the structural causal models to explicitly account for
the spatial dimension. On the methodological side, such as data-driven causal discovery
and causal effect estimation, we need robust approaches to distill causal relationships from
data. It is also important to understand in what situations these causal relationships will be
infeasible to identify or quantify due to spatial interference and spatial confounding.

The spatial factor also poses challenges to causal machine learning research [1]. Previous
studies have highlighted that integrating causality can enhance the interpretability and
robustness of machine learning models. This is particularly appealing for spatial data science,
where the lack of transparency and generalizability of machine learning models hinders
their adoption in various spatial applications to support decision-making [2]. In recent
years, some causal machine learning approaches have been developed in this direction [3].
However, accounting for the spatial dimension remains challenging. For example, in causal
representation learning or causal generative modeling, the spatial dimension can either be
considered as a factor to group other features or it can be considered as a separate feature.
How the formulation influences the analysis and interpretation of results deserves further
investigation.
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3.16 Position statement
Dominik Janzing (Amazon Web Services, Tübingen, DE, janzind@amazon.com)
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How should we evaluate all these causal discovery methods out there? Datasets with reliable
ground truth are rare, and evaluation on simulated data are questionable [1]. To enable
significant progress in the field we need extensive benchmarking rather than discussing
plausibility of results for a few datasets. To this end, we need a new theory of falsification of
causal explanations that tells us the testable implications entailed by a causal explanation,
following the spirit of Popper’s theory of science. To this end, we are working on “self-
compatibility” and test whether outputs of causal discovery algorithms are compatible across
different subsets of variables [2]. This way, algorithms can be falsified without ground truth.
Although not contradicting itself is not a guarantee for being true, we have discussed notions
of compatibility that are so strong that they can at least provide some evidence for the
output of the algorithms. However, one of the most challenging questions raised by this
approach is the definition of a good measure of compatibility together with a notion of
calibration that tells us whether the observed inconsistencies are “many” or “few”. After
all, perfect compatibility will never be achieved – how do we decide whether the number of
contradictions is small enough to ensure that the algorithms are still useful? This is ongoing
work!
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4 Daily Summaries

4.1 Day 1: Definitions and Theories of Spatial Causal Inference
On day one, we dived into the definitions and theories of spatial causal analysis, addressing
fundamental questions – What is spatial, causal, and spatial causal?

4.1.1 Spatial causal analysis: definition and theories

Note taker: Shu Yang, edited by Yanan Xin
In this session, we commenced the discussion on the definition of spatial causal analysis.

The participants set off by a refresher on the do calculus notation, through an illustration.
Questions have been raised about the interpretation of causal relationships as context-free
or context-bound. Note that a casual relationship is invariant to context, as illustrated by
the do calculation. We further discussed the formulation of Spatial Causal DAG. The
discussion centered around the following questions: When does location context matter in
this formulation, what does it mean, and how does it relate to DAG? Is location just an
index in the formulation of spatial causal DAG or should location be encoded as a s node
in the DAG? How should we encode the directions between locations? Time is directional,
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could we draw inspiration from encoding temporal dynamics to represent spatial directions in
spatial causal DAG? How do we represent spatial interference in spatial causal DAG? Some
ideas were proposed to address these questions, such as: 1) denoting the node of the spatial
causal DAG as time- and site-specific. 2) using stacked DAG which offers the flexibility to
easily represent spatial confounding and spatial interference concepts.

Next, we discussed in what situations space should be considered as a causal factor. Some
example scenarios are given, such as when connected locations cause treatment interference
or treatment-outcome relationship is geo-related. To help us better define spatial causal
DAG, we discussed its potential connections with causal models defined in the iid settings
and temporal causal models. Causal models built for iid data can be considered as a subset
of spatial causal models, representing a special case of causal inference in which space and
time do not matter. In time-series causal discovery (without considering space), the sliding
window approach is used to create iid data. Similar ideas can be applied to spatial problems.
For example, snapshots of space can be used to generate iid data in space. These ensembles
of snapshots or grid cells are independent of each other, however, this transformation also
results in information loss.

Another perspective that space only matters in the causal inference process if one has
omitted critical spatial variables was also voiced, but this was argued to not hold in cases
where the spatial spillover effect exists or space serves as a proxy variable.

The discussion moved on to defining the types of causal questions that are of interest
to Spatial Causal Inference. Ultimately we want to answer why a causal question is spatial.
One idea that emerged from the discussion is to look at the underlying spatial process, not
just the DAG. Variables change in space or the causal relationships change over space – these
relate to mechanisms of spatial processes.

4.1.2 Spatial causal analysis: inference and discovery

What is the difference between inference and discovery? The current mainstream definition of
Causal Inference encompasses discovering causal relationships (causal discovery) and causal
effect quantification (causal inference). Often these two aspects are intertwined. Take the
PC algorithm for example. The first step is to learn the DAG structure and the second step
is to check the strength of the causal relationship (effect quantification). Machine learning
can be used for effect quantification and inference. For example, causal representation
learning uses high-dimensional observations to learn low-rank latent variables/latent models.
These latent variables and models are used to approximate causal variables and causal
relationships. Another line of research is abstraction learning which uses the latent variables
to generate high-dimensional observations as a way to learn simplified causal relationships.
A couple of challenges exist in causal representation learning, e.g., how to account for
unmeasured confounders or unmeasured causes? can causal representation learning identify
the missing variables? is the causal relationship or the DAG unique? Different DAGs might
be compatible in some aspects. Two DAGs might be indifferentiable, given the observations
and/or assumptions. We also discussed the definition of spatial confounding. Two definitions
emerged: Def 1 – neighbor confounder affects your exposure and outcome. Def 2 – a
confounder that has a spatial structure.
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4.1.3 Brainstorming: Questions/Concepts/Open Problems in Spatial Causal
Inference

Note takers: Katerina Schindlerova, Levi Wolf, and Yanan Xin
In this session, seminar participants are asked to brainstorm questions, concepts, and

open problems in spatial causal inference. These ideas are grouped into topic categories and
summarized below.

Modelling.
Model learning: learning partial weights to generate estimand – non-parametric
Model estimation: weights = estimand – parametric
Spatial matching

Diagnostics – How to know if you should use a spatial model.
If the only “spatial‘” component is my treatment, can I just do a standard causal analysis?
In which application we can reliably exclude spatial influence and in which not?
A causal question, when incorporating spatial relationships or locations improves our
understanding of the mechanism and size of the effect.
Should average/individual treatment effect (ATE/ITE) be extended to add spatial and/or
temporal parameters, e.g., lagged ATE?
Clearly define a) spatial confounding b) spatial interference c) spatially varying effects d)
spatial correlation; Is it possible to differentiate them from data?
How to test that space causally matters, i.e., P (Y |S,X) = P (Y |X)?. i.e. Y is conditionally
independent of S given X.
In a concrete causal spatial model, should the spatial variable be a conditional variable
or a direct variable?
Is the inclusion of space variable required for causal sufficiency?
When does spatial causal analysis = classical causal analysis?
Can we use existing techniques like chain graph models to distinguish between “spatial
correlations” and correlations induced by causation?
Inference (spatial) accepting treatment in area ti affects all nearby treatments t (i from η)
Spatial assignment: treatment ti depends on spatially dependent variables zi that also
affect yi directly
Policy spillover: adopting treatment ti in a place affects nearby outcomes yi, i from η

Spatial mediation: treatment affects outcome through a spatially varying mediator (must
be distinguished from confounding!)
Price signaling (endogeneity): yi affects y (i from η) nearby
Exogeneous spillover: nearby exogenous conditions Xi affect outcomes yi (i from η)
nearby regardless of treatment

Philosophical.
Does cause always precede effect?
Does cause have to always happen?
How do current spatial statistics answer questions of cause and effect? Or, do they refrain
from that and focus on prediction only?
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Applications/Use Cases.
What is the effect of a change in short-term rental regulation in a given city?
What is the effect of a billboard campaign on sales?
What is the effect of building a public transit line on CO2 emissions?
How can I estimate the effect of an intervention that causes customers to purchase a
product when there’s a limited quantity of it?
Inter-gene signaling pathways between cells (spatial component)
Infer causal effect of political policies between neighboring states
What is the induced demand of a new service station?
Does household/city/area size have an impact on resilience/decay/growth?
Impact of lockdown on mental health?
Peer effects in PV adoption likelihood/rate?
Role of geographic/strategic position on climate agreement participation? (spatial rela-
tions, like network position or climate differences?)

Shared Datasets, Generators, and Benchmarks.
Cross validation vs (and?) crossvalidation
AB testing in spatial contexts
Prediction uncertainty and estimate coverage (like scoring)
How do we actually benchmark causal estimates?

Evaluation Metrics and Reported Characteristics. (How to write evaluations of spatial
causal analysis?)

What are the good metrics to evaluate spatial causal discovery/inference results?

Causal Discovery.
Sample question – Which location’s variables are the causes of an effect?
Combine physical modeling to aid causal discovery?
Can one identify spatially varying DAGs?
Causal representation learning with spatial data

Model Formalisation (DAG++).
In proposing a spatio-causal model, how should space be functionally expressed?
How to define “close” and “distant” in a causal-spatial graph?
What is a proper structure to model spatial causal relationships?
Good ways to present assumptions? Causal DAG or ignorability assumptions in the PO
framework?
Defining spatial causal analysis in the non-ensemble setup: define it as a spatial stationarity
binding or non-binding problem. That is, if the causal graph G remains “stationary”
across the stack and there is no spatial autocorrelation, then it is NOT a spatial causal
problem.
How to define the vicinity of potentially causal variables in a spatial causal graph?
Defining spatial causal analysis from the lens of target graphs. (as stacks thereof)
How does “do” calculus change when X, Y, and Z are correlated vectors?
Spatial causal analysis concerns itself with discovery and effect estimation in models of
the following form, where DAGs are correlated over space.

Xt Yt

Zt
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How to model heterogeneous spatial and temporal scales/granularity in causal graphs?
Two possible ways of representing space in a DAG:

S Y

X1

X2,t,s Yt,s

X1,t,s

Discipline Definition (Spatial Causality).
When space is related to treatment, effect, or confounding intensity (or direction)?
Some variable of interest is spatial.
Dependencies change in space if of interest or not...
Even if the question itself is not spatial, you have spatial data to answer it
Variables of interest include some measured variables of different locations
Spatial relationships are strong causal links for the target estimate
Is one of the biggest advantages of spatial causal analysis that we can “improve influ-
ence”/“borrow strength” and quantify causal relationships that would be impossible
otherwise?

4.2 Day 2: Methodologies of Spatial Causal Inference
On day two, seminar participants presented case studies, showcasing methodological challenges
in causal inference across different spatiotemporal applications. Based on these case studies,
we grouped similar topics and continued the discussion in two separate working groups. Here
we summarize the case studies and highlight key insights from the group discussions.

4.2.1 Case Study Presentations

Jianwu Wang
Case study on quantifying the causal impact of climate variables on arctic sea
ice loss by sub-regions
goal is to estimate the direct, indirect, and lagged treatment effects under both temporal
confounding and spatial interference with an estimation strategy

Kevin Credit
What are the impacts of building a new pedestrian/cycling infrastructure on
adjacent residential construction, on-road CO2, and retail activity?
Test case: the 606 elevated trail in Chicago
Goal is to estimate the strength of potential heterogeneous effects
Treated area is compared to both a “close but untreated” and a “distant but still in
Chicago” controls.

Katerina Schindlerova
Wind farm productivity across wind turbines: Detection of climatological variables
by multivariate Granger causality having a temporal influence on extreme and moderate
windspeed of each turbine;
The question is how to integrate spatial information of each turbine into one causal model
for the whole farm.
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Chicago crime count dataset: Granger multivariate causal model for variables following
Poisson distributions was used for count time series representing the numbers of daily
committed crimes in Chicago and the temporal influences among various types of crimes.
The question is how to integrate both temporal and spatial influences among various
committed crimes into one model; More specifically, the question is to propose a plausible
indexing of spatial and temporal proximity.

Shu Yang
Wildfire effects on air quality;
Effects measured by pm2.5, using propensity score matching to associate observations

Markus Reichstein
CO2 affects general primary productivity (GPP)
GPP is affected by CO2, but also meteorological features and nitrogen deposition
An unknown “spatial process” might be omitted as a confounder that affects the ability
to infer the other effects.
Predicting greenness outcome over summer using landscape and geographic
factors:
given a baseline model for “standard” predictions, effective predictions can be made for
GPP;
Then there may be some very local factors geographically (aspect, local hydrology) that
may be relevant

Totte Harinen
AirBnB ranking experiments:
First, change the ranking of the Airbnbs that are presented according to a search, then
compare the average booking (frequency?) between treated and controls.
Another variant would be to “increase” the suitability/ranking of Airbnb listings based on
their quality. This makes some listings appear exclusively in some searches, creating an
exclusion-based interference on the exposure to a listing itself (you book what they show
you, and assignment into treatment/control means you get a distinct set of properties)

Levi John Wolf
Geographic regression discontinuity (NYC house prices) https://doi.org/10.
1080/01621459.2020.1817749, how do school districts affect house prices?
Estimand is the premium for being within a school district, based on the sale price of a
house

Martin Tomko
SatNaV supported Navigation with gaps (work with Kamal Akbari):
People navigate from POIs and home locations. Frequently, they get navigation informa-
tion to get to destinations. But, they turn off the navigation at particular times. What
drives the factors behind how people induce gaps? What causes them to turn it off? The
theory is that environmental familiarity confounded with other exogenous factors about
the neighborhood is at play;
Train station opening effect on house prices (work with Kamal Akbari),
RDD, treatment as the opening of the station,
treated/untreated units may also “spill over” across different adjacent stations (multiple
coverages?)
Malaria and outdoor movement behavior (work with Buran Cong and Wila
Wu):
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How likely are you to be infected with malaria after spending time in a forest (in
Cambodia)?
Exploring the role of trajectory sampling on inference. Fine-grained trajectories can lead
to additional potential complexity in how the exposure is modeled, and many different
local factors (e.g. water features or forest fragmentation) can also modify the exposure
to malaria-causing factors, coarse trajectories neglect nuances in the exposure.

4.2.2 Discussion about causal discovery and thematic grouping

The session continued by clustering the research directions by topics/applications, but also
by nature of the tasks:

Discovery problems relating to demographic information and car ownership/purchasing;
Applications involving an environmental component
Applications involving the RDD-based methods
Applications in ranking/recommending

The last two groups were merged into one for subgroup discussions.

4.2.3 Group notes for applications with an environmental component

This group discussed various cases of spatial causal inference most related to environmental sci-
ence applications. These applications overall share a similar DAG structure: Y ¸ZßXßY with
the potential internal structure of Z where all X, Y, and Z are possibly spatial.

quantifying the causal impact of climate variables on arctic sea ice loss
continuous setting with gridded spatial variables
dependency structure with spatial interference (?): Xs,t−1 → Ys,t ← Xs+1,t−1
causal structure at s is conventional 3 variable DAG with confounding
question: do all neighbors of s influence Y, or even more (think decaying dependency
structure)
lagged time dependence, not necessarily Markovian
potential spatial dependency structure between the Xs

Wind farm productivity across wind turbines
Granger causal model
wind speed (Y) caused by several variables of wind turbines (humidity, clot cover,
...)(X)
Motivation: when to turn off the turbine
Weather forecasts are not sufficient for this as they are not fine-grained enough, and
weather models are erroneous
What are the functional relationships?
Simon: this is more like a predictive problem
treat each turbine independently → not necessarily spatial

Chicago crime counts
Crime scenes in districts in Chicago
Can have dependence structure between types of crime or can be spatially correlated
crimes (e.g., among neighborhoods)
What is the causal relationship?
Use causal inference to improve predictive accuracy based on Granger causality
Andrew: using a low-rank GP model to predict crimes in space and time is also possible

CO2 affects general primary productivity (GPP)
Interested in coefficient: CO2t → GPPst

distinguish problem into low-frequency and high-frequency components
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Low frequency: METst → GPPst, S(ize) → METst → GPPst ← S(ize), S(ize) →
METt → GPPt ← S(ize)
High frequency: CO2t →METst → GPPst ← CO2t, Nst → GPPst, Nst ← S → P →
GPP,CO2t ← H → Ns

fairly complicated DAG structure with supposed hidden confounding
Question: is the causal effect identifiable? What functional assumptions does one have
to make? Can data be pooled or not?

Wildfire effects on air quality
X ← Z → Y ← X : similar spatial interference as in Jianwu’s study
distinguish indirect vs direct treatment
paper note: causal inference and wildfires

Discussion afterward within the group
What are the peculiarities of the spatial component? So far either not considered or
not making an impact on the estimation of causal effects. In these cases, conventional
causal/statistical methods should likely be sufficient
How do spatial lag and modulators come into the models?

4.2.4 Group notes for applications involving RDD methods

Thinking about a flow-chart for the specification of a spatial model, possibly based on
Akbari’s thesis diagram to identify a specification search process to identify specific causal
effects [1];
Where does spatial synthetic control fit here?
How can you come up with a robustness check procedure to convince others that the
identification is effective contextualization of the size of the effect across studies
Industry is a great example where the size of the effect is quite relevant. Also, it is
challenging because the average treatment effect can be quite small, while individual or
subgroup treatment effects can be quite large. The spatiality of the predicted individual
treatment effects can be useful in visualizing this heterogeneity/uncertainty
Why not use the higher-level learners (https://causalml.readthedocs.io/en/latest/
methodology.html#t-learner), rather than the matching, in order to identify the
potential high-level spatial confounder? Instead of specifying the covariate relationships
by hand, you allow the ML to identify the confounding paths and estimate the nuisance
parameter
It seems that some of the learners do fit into this framework – again possibly a ter-
minological difference/incommensurability. https://doi.org/10.1080/01621459.2020.
1817749 seems to implement at least a T-, possibly X-learner. So, it seems important to
provide a map between the kinds of learners to classic identifiability strategies in the PO
framing.
Focusing on the value opt methods might also be useful overlap for the *spatial applica-
tions* in planning contexts. In reality, spatial interventions can be quite expensive to
implement and/or execute effectively.
Where does the spatial confounding and/or interference enter this framework? directly
into the estimator
How can you represent the spatial information in the learner framework? The way that
proximity is encoded is highly variable – thus how the learner learns the structure can
be highly variable. The representation affects the structure with which the data can be
introduced into the model. But, this also ensures that you can “reduce” the DAG down?
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What about prior simulation checks? introducing that information just from the prior
expected model structure
Solicit many different judgments about DAGs and then intersect/learn them somehow
How to define the exposure mechanism? Problems with anticipatory effects
and “messy” spatial/temporal assignment of treatment. Examples of transit-oriented
development where the actual “exposure” to a treatment (building a transit line) or
“voting for a winner” effect is a social/non-experimental signal. Can this be represented
as a mediator of treatment directly?
Spatial representation issues in the treatment function, since often, exposure to a spatial
treatment is heterogeneous and continuous. Thinking about ensemble representa-
tions of causal effects, in simulation, you use a very diverse ensemble of potential causal
mechanisms, then compare the strength and/or plausibility of each mechanism. One
could use non-nested model comparison/averaging across very heterogeneous outcomes,
but how is this done in practice? And, just from the difference in the estimation structure,
one might expect the estimates to differ – is this true? We could think about generating
graphs explicitly to create this ensemble.
Identifying how there are matches between the larger metalearner frameworks and PO-
based investigations. There should be a way for us to specify this as a DAG to help us
engage with the spatial vs. nonspatial DAG.

4.2.5 Coming back together from the subgroups

Discuss the commonalities around representing the spatial confounding
Relationships hinted with a representational learning problem
Suggestions that the Airbnb exclusion issue is similar to the one-site feedback problem:
a bank wants to know if a person will pay back a loan after receiving one. However, in
order to know the outcome, the bank has to give the load to the person in the first place.
Presentation of the spatial contextual DAG drafts.

4.3 Day 3: Methodologies Continued
On the morning of day three, we continued the discussions on methodologies of spatial causal
inference, following a talk by Kevin Credit on spatial causal forests.

4.3.1 Spatial Causal Model Specifications (Talk by Kevin Credit)

The talk focuses on causal forests from the PO perspective.

4.3.1.1 Spatial autoregressive process

Spatial autoregressive process (no weighting around treatment variable X)
SLX (spatial lag of X) (weighting around treatment variable X)
Discussion on the structure of the spatial weights matrix.
Durbin model (weighting around treatment variable X as well as T )
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4.3.1.2 Heterogeneous Treatment Effects (HTE)

The ATE can only be observed across units (“fundamental problem of causal inference”),
from the latest Rubin paper (Xie et al 2018). They claim that you cannot learn much from
ATE, because of the “averaging” of positive and negative effects. It is therefore useful to
look at heterogeneous treatment effects.

In causal forest: maximise the difference between the TE. Questions:
1. Can we include the treatment in the causal forest?
2. Balance 1’s and 0’s
3. If you maximise the difference, don’t you overestimate the noise, because the goal is to

get the biggest split?
4. Are all the covariates known to be pre-treatment? Yes.
5. Table: Training data labeled as T.1 etc. Then check into which leaf the test obs R.1 fall.

Then weigh each R.1 by how likely it is to fall into the same leaf as a test observation.
Then check which training obs was treated or not, in order to compute the treatment
effect on R.1 later.

6. Does it only work for binary treatment? Should work on continuous treatment, need to
cycle through all treatments.

4.3.2 Spatial Causal Forest

Start with simulating spatial data (discussion of the code). Spatial causal forest estimates
the CATE nearly perfectly.

4.3.3 Afternoon walk

The participants adjourned for an afternoon walk.

4.4 Day 4: Demo of Causal Inference Packages, Benchmarking, and
Open Questions

4.4.1 Totte Harinen CausalML demo

https://github.com/uber/causalmlCausalML Package on GitHub
Demonstrates the https://causalml.readthedocs.io/en/latest/examples/uplift_
trees_with_synthetic_data.htmlUpliftRandomForestClassifier class
Also discusses the study on https://arxiv.org/pdf/2109.05104estimating the causal
effect of personalized climate communication
Discussion of the gain curve plotted by default with the UpliftRandomForestClassifier.
Spatially, you may not be able to assume independence of treatment. So, you can’t
assume that you can separately treat each observation, and the plot of gain as a function
of the population quartile isn’t valid in this case. You’d need some kind of correction.
Experimentally, you can introduce continuous levels of treatment
How is uncertainty assessed? Bootstrapping, but this can be tough in big data
settings.
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4.4.2 Causal Discovery

The goal of causal discovery is to learn causal graphs from data, not necessarily under
experiment conditions. This approach relies on observational data when experiments are not
sufficient in themselves. Conclusions can be drawn on the graph from which the data has
been generated. This is a nontrivial question and the task is unsolvable without assumptions.

Problem needs.
A clear definition
A specification of the assumptions being made

Approaches.
Constrain-based approach: causal structure imposes constraints on data from assumptions.
Ex: Markov condition, independence, and conditional independence. Usually, this is
under-specified: Markov equivalence.
Score-based approach: assign a scoring function that takes data and graph and measures
the conformity of the graph to the data, then picks the best scoring graph. The underlying
assumption is that the real data-generating process is the minimizer of the score.
Define score : argmin(S(Graph, Data)) on graph structures.
Restricted functional model type approach: the assumption here is that the data is
generated according to a family of models. Fit the model in both directions (X on Y
and then Y on X). Valid approach if the fit can only be in the restricted class in one
direction. (some just take the one that works better, but this is not necessarily good
practice, so perhaps a bad method when one has to decide). Can be rephrased as a
score-based approach.
Ex: Linear non-gaussian model. LINGAM model: if X and Y are non-gaussian, cannot
work in both directions (If it can be done in both directions, then it is Gaussian.)

Discussion. How do you integrate space in the discovery process? If there is background
knowledge of any spatial effect then it should be included.

Process of algorithm.
(i) Specify nodes.
(ii) Consider the complete graph.
(iii) Start testing conditional independence between nodes. (the faithfulness assumption is

needed here).
(iv) Remove links until there is no more independence (in the data)
(v) Then the task is to add the directions: consider all the possibilities

4.4.3 Tigramite Demo

Tigramite (https://github.com/jakobrunge/tigramite) is a package for causal inference
for time series.

Discover the temporal causal graph using PCMCI (2-step procedure, based on the PC
algorithm adding conditional independence on direct parents.):

Detects the graph and the regime. Effects and causal drivers can change with regime, ex:
seasons, turbulence regime, etc., which could be potentially spatial.
Method with multiple datasets: they could be in different spaces for example. This
method discovers the union graph so it pulls the dataset together.

https://github.com/jakobrunge/tigramite
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4.4.3.1 Conditional independence tests

Cases for linearity, nonlinearity (called on by the algorithm)
These tests can also be applied to vectors (for instance vectors over space), considered
equivalent to all the univariate tests (iff vectors are conditionally independent, then the
components are also independent).

4.4.3.2 Can a spatial bootstrapping method be included for space independence?

Can detect when some assumption violation has happened. For instance, the problem
of near-deterministic relationships, where variables may need to be grouped in order to
measure correlations.
What happens to the graph when the data is grouped in a certain way? (See tutorial)

4.4.3.3 Case Study: Circulation of air mass in different regions

Finding the causal graph where nodes are circulation in different areas, or estimating the
causal effects based on a DAG by experts.
Stationarity assumption needed This can fix part of the graph for all these methods.
In the situation with multiple datasets, the assumption is that these datasets have been
generated independently

Note: Question of intervention in time series is a tricky one, what exactly is an inter-
vention? How about a spatial intervention?

4.4.4 Benchmarking and Evaluation

4.4.4.1 Causal discovery evaluation without ground truth by Dominik Janzing

Dominik Janzing presents the study on causal discovery benchmarking without ground
truth [3]

Deterministic relationship vs noisy relationship
Check causality falsifiable
If X− > Y in the unconfounded setting and Y− > Z in the unconfounded setting, we
only have X− > Y− > Z, no X− > Z.
Unconfounded: P (Z|do(Y )) = P (Z|Y )
With generalization assumption: X independentOf Z|Y
We could have independent X1 and X2 within X that X1− > Y , X2− > Z and Y− > Z.
Pick sufficient subsets from the original set, and apply causal discovery algorithms to the
subsets. Then check the compatibility of the results.
Compatibility: A is a causal discovery algorithm, A(X1, X2, . . . , Xn) and
A(X2, . . . , Xn,Xn+ 1)
Graph 1: X1− > X2− > X3 and X1− > X3, P (X3|do(X2)) <> P (X3|X2)
Graph 2: X2− > X, P (X3|do(X2 = x2)) = P (X3|X2)
ADMG: Acyclic Directed Mixed Graph
Causality is to generalizing unseen variables
The idea is similar to bootstrapping (leaving some variables)
PC depends on the ordering of the variables. There are efforts to make the ordering
irrelevant.
Compatibility with data: predict unseen variables
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4.4.4.2 Spatial causal inference synthetic data shown by Jianwu Wang

Jianwu Wang presents the case study [2], (Pre-Print: https://arxiv.org/abs/2405.08174)
What is the ground truth? Will be the coefficient for the linear model.
Noise can be added
More general versions: 1) spatial processes, 2) distance function, 3) adjacency matrices,
4) different agents interact with each other spatially
Frequency domain could help identify independent causal graphs.
Intervention is one-time or lasting, continuous/binary.
Noted that Jacob Runge’s group is also working on benchmarking causal models, particu-
larly causal discovery models

4.4.5 Open Questions

In this session, seminar participants identified key open questions on the topic of spatial
causal inference and indicated interest in follow-up discussion and research (in [] below).
1. Spatio-temporal extension of Granger causality to 2+ variables [Katerina]
2. Modelling spatial neighborhood as a moderator in a causal process [Katerina]
3. Investigation of marginal conditions/data limits on causal claims (spatial area imposes

discontinuity on the process, temporal bounds limit the ability to capture the entire
process, resolution matters [Martin]

4. Chain graphs and representations for spatial characteristics in DAGs (incl. nuancing for
CAR and SAR processes) [Levi, Martin, Andreas, Cecile, Jonas, Yanan]

5. Robustness of spatial causal claims to noise in observations, and to sampling granularity.
Impact of uncertainty in observed outcome variables and independent variables on causal
claims and discovery. [Martin, Levi]

6. Parameter identifiability in process models. Can different parameters lead to the same
observed outcome distributions? [Jonas, Andreas] [this may also map to 5]

7. Equifinality – can the same DAG lead to different interventional results? [Cecile] [maps
to 6?]

8. Interventions w spatial targeting, including experimental study with regional targeting
(Uber) [Totte, Levi, Martin, possibly Kevin]

9. How to quantify Treatment effect from Point process on point process. [Shu, Cecile,
Andrew, Katerina]

10. Adding spatial statistics to causality/reframing spatial causality via spatial
statistics. Relates/informs [5, 2, 1, 12] – Main conceptual paper [All. MT coordinates]
[whiteboard included Andrew, Shu, Urmi, Levi, MT, Katerina.]

11. Shared benchmark task and resource [Jianwu, Jonas, all]. links to [4], could link to 10.
12. Whitepaper – Spatial Causal Inference Framework – starts as position paper [10],

informs all other papers, and provides conceptual/philosophical grounding. [all]
13. Causal inference on spatial networks [Martin]

4.5 Day 5: Revisiting the Definition of Spatial Causal Inference
4.5.1 Back to the beginning: Towards a definition of spatial causal inference

In this session we returned to the discussion from Day 1, revisiting the definition of spatial
causal inference.

https://arxiv.org/abs/2405.08174
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Spatial causal inference is the case of causal inference where the spatial context of the
process (or its parts, i.e., differentiable in space) matters.

In other words, spatial problems are those where map randomisation (i.e., permutation
of the spatial encoding of the variables, such as shuffling geometries, or grid indices) breaks
spatial associations.

Testing whether the causal relationships are independent of space is done through negation,
assuming a phenomenon is spatial, unless:

Process perspective: (affine) spatially continuous transformations of the spatial process
lead to invariant outcomes. If true, the results are invariant.
Spatial permutation test (for discrete data): spatial confounding variables are
shuffled to check whether the association with outcomes remains invariant. If true, this
is not a spatial problem. Shuffling may include permutations of attribute values of the
spatial features (i.e., substitution of values to the geometries) or of spatial indices of grids.
Altering imposed aggregation boundaries: enacting MAUP, altered spatial aggrega-
tions may break the causal relationships.
space subset of the variables of a spatial process depends on space, we call it a spatial
process
question: will the permutation change the do operation

Caution: Not all processes transformations/data permutations/aggregations break the
associations! The robustness of these tests needs to be carefully considered.

In this perspective, one begins by assuming space matters in the causal relationships,
and evaluates the joint spatial distribution of independent and dependent variables. Both
independent variables, as well as outcome (dependent) variables, may vary in space. A special
case is where none of these vary in space (the processes are stationary), but their association
is not stationary. For example, consider a stationary process, where the outcomes are a
spatially translated version of this process, e.g., a spatially uncorrelated process occurring on
a tectonic plate shifting.

4.5.2 Possible tests

A permutation test similar to the Moran’s I test

4.5.3 Spatial causal inference and its link to causal inference

Spatiotemporal causal inference covers the simplified case of causal inference, and tests must
be made for the special case where space may be ignored. We need to link the above spatial
characteristics to causal inference, and the definitions by Pearl, Rubin, and Dominik.

4.5.4 Position paper

The group intends to write a position paper on the above for a potential venue such as PNAS,
or Philosophical Transactions of the Royal Society.

4.5.5 Following up workshops and activities

The group intends to organize related workshops or seminars to maintain the momentum of
the exchange on spatial causal inference. Some potential venues include ACM SIGSPATIAL
workshops, GIScience workshops, Dagstuhl Seminars, NeurIPS, etc. During the writing of
this report, the 1st ACM SIGSPATIAL International Workshop on Spatiotemporal Causal
Analysis (STCausal 2024) has been accepted and will take place on Oct. 29th, 2024.
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Further, a central web domain www.spatial-causal.org has been registered to act as a
center point for the activities spilling from this seminar in the future (currently pointing to
the 2024 seminar).
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Abstract
This report documents the program and the outcomes of Dagstuhl Seminar 24211, “Evaluation
Perspectives of Recommender Systems: Driving Research and Education”, which brought together
41 participants from 16 countries.

The seminar brought together distinguished researchers and practitioners from the recom-
mender systems community, representing a range of expertise and perspectives. The primary
objective was to address current challenges and advance the ongoing discourse on the evaluation
of recommender systems. The participants’ diverse backgrounds and perspectives on evaluation
significantly contributed to the discourse on this subject.

The seminar featured eight presentations on current challenges in the evaluation of recom-
mender systems. These presentations sparked the general discussion and facilitated the formation
of groups around these topics. As a result, five working groups were established, each focusing
on the following areas: theory of evaluation, fairness evaluation, best-practices for offline evalu-
ations of recommender systems, multistakeholder and multimethod evaluation, and evaluating
the long-term impact of recommender systems.
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Recommender systems (RS) have become essential tools in everyday life, efficiently helping
users discover relevant, useful, and interesting items such as music tracks, movies, or social
matches. RS identify the interests and preferences of individual users through explicit input
or implicit information inferred from their interactions with the systems and tailor content
and recommendations accordingly [13, 16].
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Evaluation of RS requires attention at every phase of the system life cycle, including
design, development, and continuous improvement during operation. High-quality evaluation
is crucial for a system’s success in practice. This evaluation can focus on the core performance
of the system or encompass the entire context in which it is used [3, 7, 8, 10]. Research
typically differentiates between system-centric and user-centric evaluation. System-centric
evaluation examines algorithmic aspects, such as the predictive accuracy of recommender
algorithms. In contrast, user-centric evaluation assesses the user’s perspective, including
perceived quality and user experience. Comprehensive evaluation must address both aspects
since high predictive accuracy does not necessarily meet user expectations [12].

The topic of evaluation, with all its challenges, is currently very relevant and trending.
The PERSPECTIVES workshops (organized at ACM RecSys 2021-2023 [14, 15, 11], co-
organized by this seminar’s organizers) were highly popular and attracted many participants.
This interest is further evidenced by the special issue in ACM Transactions on Recommender
Systems [1] on evaluation. Recent calls for more impactful RS research [5, 6, 12, 9] highlight
that current evaluation practices are too narrow and may not be practically relevant. [4]
advocate for more nuanced evaluation methods that meet industry demands. [9] argue that
current practices are insufficient as they often overlook side effects or longitudinal impacts.
A recent systematic literature study further reveals that current evaluation methods are
limited in experiment design, dataset choice, and evaluation metrics [2].

This seminar on evaluation perspectives of RS brought together researchers and practi-
tioners from diverse backgrounds. It aimed to discuss current challenges and advance the
ongoing discussion on RS evaluation. The seminar began with eight presentations addressing
current challenges in evaluation. These talks initiated the general discussion and helped form
groups around these topics. As a result, five working groups were established, each focusing
on the following areas:

Working Group 1: Theory of Evaluation

This group focused on the theoretical foundations of RS evaluation. They began by identifying
the shortcomings of current evaluation practices and linking these issues to underlying
theoretical principles. Key challenges discussed included the selection and configuration of
evaluation metrics and the reporting of evaluation results. Section 4.1 outlines the challenges
and theoretical perspectives identified in this group.

Working Group 2: Fairness Evaluation

This group focused on exploring paradigms and practices for evaluating the fairness of
RS. Given the specific nature of fairness metrics and evaluation requirements for different
applications, fairness problems, and goals, the group proposed “best meta-practices”, a set of
approaches to planning, executing, and communicating rigorous fairness evaluation scenarios.
The group’s outcome is documented in Section 4.2.

Working Group 3: Best-Practices for Offline Evaluations of Recommender Systems

This working group addressed the topic of offline evaluation, with a specific focus on identifying
problems and best practices for this evaluation method. They concentrated on pinpointing
the primary challenges related to reproducibility and methodology. Subsequently, they
provided guidelines to address these challenges from various perspectives, including those of
paper authors, reviewers, editors, and program chairs, as summarized in Section 4.3.
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Working Group 4: Multistakeholder and Multimethod Evaluation

This group examined the challenges and complexities in evaluating multistakeholder scen-
arios, discussing the key aspects that must be considered in such a nuanced environment.
Additionally, they explored the transition from theoretical evaluation frameworks to practical
implementation. Section 4.4 outlines this work.

Working Group 5: Evaluating the Long-Term Impact of Recommender Systems

This working group concentrated on the long-term perspective and impact of RS and their
evaluation. This includes developing suitable long-term measures and conducting social and
behavioral research to understand and facilitate aspects such as human behavior, long-term
stakeholder goals, and corresponding metrics. Additionally, the group examined practical
challenges when evaluating the long-term aspects and impact of RS. This work is presented
in Section 4.5.

References
1 Christine Bauer, Alan Said, and Eva Zangerle. Introduction to the special issue on perspect-

ives on recommender systems evaluation. ACM Transactions on Recommender Systems, 2
(1), mar 2024. URL https://doi.org/10.1145/3648398.

2 Christine Bauer, Eva Zangerle, and Alan Said. Exploring the landscape of recommender
systems evaluation: Practices and perspectives. ACM Transactions on Recommender
Systems, 2(1), mar 2024. URL https://doi.org/10.1145/3629170.

3 Joeran Beel, Stefan Langer, Marcel Genzmehr, Bela Gipp, Corinna Breitinger, and Andreas
Nürnberger. Research paper recommender system evaluation: a quantitative literature
survey. In Proceedings of the international workshop on reproducibility and replication in
recommender systems evaluation, pages 15–22, 2013.

4 Patrick John Chia, Jacopo Tagliabue, Federico Bianchi, Chloe He, and Brian Ko. Beyond
ndcg: behavioral testing of recommender systems with reclist. In Companion Proceedings
of the Web Conference 2022, pages 99–104, 2022.

5 Dietmar Jannach and Christine Bauer. Escaping the McNamara Fallacy: Towards more
impactful recommender systems research. AI Magazine, 41(4):79–95, December 2020. ISSN
2371-9621, 0738-4602.

6 Paolo Cremonesi and Dietmar Jannach. Progress in recommender systems research: Crisis?
what crisis? AI Magazine, 42(3):43–54, 2021.

7 Jonathan L. Herlocker, Joseph A. Konstan, Loren G. Terveen, and John T. Riedl. Evaluating
collaborative filtering recommender systems. ACM Trans. Inf. Syst., 22(1):5–53, jan 2004.
ISSN 1046-8188. https://doi.org/10.1145/963770.963772.

8 Dietmar Jannach, Oren Sar Shalom, and Joseph A Konstan. Towards more impactful
recommender systems research. In ImpactRS@ RecSys, 2019.

9 Gourab K Patro, Lorenzo Porcaro, Laura Mitchell, Qiuyue Zhang, Meike Zehlike, and Nikhil
Garg. Fair ranking: a critical review, challenges, and future directions. In Proceedings of the
2022 ACM conference on fairness, accountability, and transparency, pages 1929–1942, 2022.

10 Alan Said, Domonkos Tikk, Klara Stumpf, Yue Shi, Martha A Larson, and Paolo Cremonesi.
Recommender systems evaluation: A 3d benchmark. In RUE@ RecSys, pages 21–23, 2012.

11 Alan Said, Eva Zangerle, and Christine Bauer, editors. Third Workshop: Perspectives
on the Evaluation of Recommender Systems (PERSPECTIVES 2023), RecSys ’23, New
York, NY, USA, 2023. Association for Computing Machinery. ISBN 9798400702419. URL
https://doi.org/10.1145/3604915.3608748.

12 Eva Zangerle and Christine Bauer. Evaluating recommender systems: survey and framework.
ACM Computing Surveys, 55(8):1–38, 2022.

https://doi.org/10.1145/3648398
https://doi.org/10.1145/3629170
https://doi.org/10.1145/963770.963772
https://doi.org/10.1145/3604915.3608748


Christine Bauer, Alan Said, and Eva Zangerle 61

13 Bo Xiao and Izak Benbasat. E-commerce product recommendation agents: Use, character-
istics, and impact. MIS quarterly, pages 137–209, 2007.

14 Eva Zangerle, Christine Bauer, and Alan Said, editors. Perspectives on the Evaluation
of Recommender Systems (PERSPECTIVES), RecSys ’21, New York, NY, USA, 2021.
Association for Computing Machinery. ISBN 9781450384582. URL https://doi.org/10.
1145/3460231.3470929.

15 Eva Zangerle, Christine Bauer, and Alan Said, editors. Second Workshop: Perspectives
on the Evaluation of Recommender Systems (PERSPECTIVES 2022), RecSys ’22, New
York, NY, USA, 2022. Association for Computing Machinery. ISBN 9781450392785. URL
https://doi.org/10.1145/3523227.3547408.

16 Francesco Ricci, Lior Rokach, and Bracha Shapira. Recommender Systems Handbook.
Springer New York, NY, 3rd edition, 2022.

24211

https://doi.org/10.1145/3460231.3470929
https://doi.org/10.1145/3460231.3470929
https://doi.org/10.1145/3523227.3547408


62 24211 – Evaluation Perspectives of Recommender Systems

2 Table of Contents

Executive Summary
Christine Bauer, Alan Said, and Eva Zangerle . . . . . . . . . . . . . . . . . . . . . 58

Overview of Talks

Theory of Evaluation
Neil Hurley . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

Evaluation in Practice
Bart Goethals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

Multistakeholder Evaluation
Robin Burke . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

Multi-method Evaluation
Jürgen Ziegler . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

Evaluation of Fairness
Michael Ekstrand . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

Evaluating the Long-Term Impact of Recommender Systems
Joseph Konstan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

Optimizing and evaluating for short- or long-term preferences?
Martijn C. Willemsen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

Proposal for Evidence-based Best-Practices for Recommender Systems Evaluation
Joeran Beel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

Working Groups

Theory of Evaluation
Neil Hurley, Vito Walter Anelli, Alejandro Bellogin, Oliver Jeunen, Lien Michiels,
Denis Parra, Rodrygo Santos, Alexander Tuzhilin . . . . . . . . . . . . . . . . . . . 69

Fairness Evaluation
Christine Bauer, Michael Ekstrand, Andrés Ferraro, Maria Maistro, Manel Slokom,
Robin Verachtert . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

Best-Practices for Offline Evaluations of Recommender Systems
Joeran Beel, Dietmar Jannach, Alan Said, Guy Shani, Tobias Vente, Lukas Wegmeth110

Multistakeholder and Multimethod Evaluation
Robin Burke, Gediminas Adomavicius, Toine Bogers, Tommaso Di Noia, Dominik
Kowald, Julia Neidhardt, Özlem Özgöbek, Maria Soledad Pera, Jürgen Ziegler . . . 123

Evaluating the Long-Term Impact of Recommender Systems
Andrea Barraza-Urbina, Peter Brusilovsky, Wanling Cai, Kim Falk, Bart Goethals,
Joseph A. Konstan, Lorenzo Porcaro, Annelien Smets, Barry Smyth, Marko Tkalčič,
Helma Torkamaan, Martijn C. Willemsen . . . . . . . . . . . . . . . . . . . . . . . 146

Participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172



Christine Bauer, Alan Said, and Eva Zangerle 63

3 Overview of Talks

3.1 Theory of Evaluation
Neil Hurley (University College Dublin, Ireland, neil.hurley@ucd.ie)
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It is commonly believed that empirical evaluations as presented in the recommender system
literature are often unclear. The methodology used to carry out the evaluation is not clearly
defined, or is incomplete. The justification for this methodology is not articulated. The
choice of metrics to compare performance across systems and the configuration of these
metrics can seem arbitrary. This should be a major wake-up call to the RS community
to sort this out. The theory of evaluation working group will explore metrics, methods,
and evaluation protocols for recommender systems performance assessment with a goal of
identifying knowledge gaps, where evaluation practices are not backed by sound justifications
or a theoretical underpinning. From this exploration, the group will attempt to articulate a
way forward for substantially improving the evaluation methodologies that are employed by
recommender system developers and are accepted by the community.

3.2 Evaluation in Practice
Bart Goethals (University of Antwerp & Froomle – Belgium, bart.goethals@uantwerpen.be)
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Recommender systems are well known to enhance user engagement and generating substantial
value for users, providers, and other stakeholders. Online recommender systems are typically
evaluated using A/B testing. However, the metrics commonly used for these evaluations,
such as click-through rate (CTR), often reflect only short-term user behavior and do not
always align with the primary evaluation criterion, which is generally the added value to the
provider, such as increased revenue.

Furthermore, recommender systems frequently constitute only a small component of a
website. For instance, on an e-commerce site, recommendations may appear in a box labeled
“recommended for you” on the homepage or below product descriptions on article pages.
Consequently, their impact on the overall evaluation criterion can be limited and difficult to
quantify.

This presents a significant challenge for recommender system providers in practice: What
evaluation methods and metrics should be employed to accurately demonstrate the true
value of the recommender system?
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3.3 Multistakeholder Evaluation
Robin Burke (Department of Information Science, University of Colorado, Boulder, USA,
robin.burke@colorado.edu)
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Recommender systems evaluation emphasizes the benefits of recommender systems for end
users who receive recommendations and can act on them. An emerging body of research
aims to expand the scope of evaluation to consider impacts on a variety of stakeholders
beyond these users, typically defined as recommendation consumers. Other stakeholder
groups of interest include item providers, those who create or stand behind items that the
system recommends, and the organization operating the recommender system, which may
have objectives different from those held by either providers or consumers. There is as
yet little consensus in the field about appropriate strategies for evaluating the benefit of
recommendation to non-consumer stakeholders. What is clear is that, even more than strictly
consumer-focused evaluation, there is substantial domain- and application-specificity in how
system utility should be defined and evaluated.

3.4 Multi-method Evaluation
Jürgen Ziegler (University of Duisburg-Essen – Duisburg, Germany, juergen.ziegler@uni-
due.de)
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To obtain a holistic view of a recommender system’s quality, applying a single measurement
method is not sufficient. Mostly, a combination of different methods will be needed that
complement each other depending on the different goals that should be achieved. The
motivation for evaluating RS with multiple methods is thus largely driven by the requirement
to serve different objectives [1] but also by the needs of different stakeholders affected by the
RS [2]. A further purpose of applying multiple methods is to ensure the valid measurement
of constructs through cross-validation. Considering the vast space of different methods and
metrics available [3], one of the challenges is to select method combinations that provide the
most valuable insights into RS quality. While different methods can be characterized along
different standard dimensions such as qualitative vs. quantitative measures, or objective versus
subjective techniques, combining the perspectives of data-centric and user-centric evaluation
appears to provide particularly relevant insights. It has long been shown that data-driven,
accuracy-related measures may correlate only weakly with the quality of recommendations
as perceived by human users [4]. Combining assessments based on these two perspectives
thus is relevant for detecting potential discrepancies between them and for deciding which
objectives to prioritize.

However, the application of multiple methods does not imply an overall quality judgment
for a particular RS. Determining an overall quality score considering different measures is
indeed one of the most difficult challenges in the evaluation of RS. Multi-objective optimization
can be a helpful tool for approaching this goal, but weighting the different results and finding
acceptable or optimal trade-offs remains an unresolved issue in RS evaluation research. This
is particularly true if the goals of different stakeholders need to be taken into account, and
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a fair balance between their concerns should be achieved. Importantly, providing more
systematic approaches for exploring the trade-off space for RS designs based on multiple
methods is a critical, yet under-explored research field. While the final trade-off decisions
will need to be taken by the RS provider, ideally in consensus with other stakeholders, the
insights gained through different methods can inform and guide the process.

Beyond the application and combination of established methods, there a areas where
new methods and metrics will be needed for an effective evaluation. A prominent case are
conversational RS which have recently seen a significant boost due to the rapid evolution of
NLP techniques, in particular RS based on large foundation models. Considering a broader
range of methods including, for example, methods from the fields of linguistics and NLP,
seems inevitable to assess the manyfold quality aspects of such systems. Assessing aspects
such as dialog strategy, initiative and proactivity in the conversation, or the textual quality
of system generated utterances deserve increased attention beyond the mere effectiveness of
the recommended items.
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3.5 Evaluation of Fairness
Michael Ekstrand (Drexel University – Philadelphia, PA, USA, mde48@drexel.edu)

License Creative Commons BY 4.0 International license
© Michael Ekstrand

Joint work of Michael D. Ekstrand, Anubrata Das, Fernando Diaz, Robin Burke
Main reference Michael D. Ekstrand, Anubrata Das, Robin Burke, Fernando Diaz: “Fairness in Information Access
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“Fairness” – ensuring stakeholders of a recommender system are treated fairly in the quantit-
ative and qualitative aspects of their experience [1] – is a complex, multifaceted, contextual,
and contested problem that is simultaneously difficult to clearly define and immensely im-
portant and impactful for the people affected by a recommender system. Effective fair
recommendation work is grounded in specific, well-defined problems that are contextualized
in the broader landscape of fairness-related harms.
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3.6 Evaluating the Long-Term Impact of Recommender Systems
Joseph Konstan (University of Minnesota – Minneapolis, USA, konstan@umn.edu)
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“Long-term impact” raised the question of how we measure impacts of recommender systems
over periods of weeks, months, or longer. Even systems designed around short-term objectives
have longer-term effects.

This talk focused on the need for empirical data and longitudinal experiments (in part
due to the lack of sufficient theory) and the need to codify best practices).

3.7 Optimizing and evaluating for short- or long-term preferences?
Martijn C. Willemsen (Eindhoven University of Technology & Jheronimus Academy of Data
Science)
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Recommender Systems are a special case of AI systems as they try to predict user references,
and build user models of the user: But for what preferences should we optimize and evaluate?
Many recommender systems work optimizes short-term preferences, using behavioral data
such as click-streams. But in many cases we might like to extend that approach and take a
more forward looking perspective, predicting long-term, aspirational preferences, for example
to live a more healthy live or get a more diverse taste of music. How should we evaluate our
systems for such long-term preferences and how is that different from short-term preferences?

3.8 Proposal for Evidence-based Best-Practices for Recommender
Systems Evaluation

Joeran Beel (University of Siegen / Recommender-Systems.com – Siegen, Germany,
joeran.beel@uni-siegen.de)
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1 I recall vividly when more than a decade ago – I was a PhD student – Konstan &
Adomavicius warned that “the recommender systems research community [...] is facing
a crisis where a significant number of research papers lack the rigor and evaluation to be
properly judged and, therefore, have little to contribute to collective knowledge [24]”. Similar
concerns were already voiced two years earlier by [17]. Over the following years, many more
researchers expressed criticism of the evaluation practices in the community [19, 38, 36, 10],
myself included [8, 6, 8, 37]. The situation may have somewhat improved in the past years
due to more awareness in the community [19], the reproducibility track at the ACM RecSys
conference, innovative submission formats like “result-blind reviews” [7] via registered reports

1 Please note that I used ChatGPT to improve my writing. I wrote all the sentences first myself and then
asked ChatGPT for each paragraph to improve the writing but keep the structure.
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at ACM TORS, and several new software libraries, including Elliot [1], RecPack [27], Recbole
[45], and LensKit-Auto [42]. Yet the decade-old criticism by Konstan & Adomavicius remains
as true today as it was a decade ago.

Konstan & Adomavicius proposed that, among others, best-practice guidelines on recom-
mender systems research and evaluations might offer a solution to the crisis [24]. In their
paper, they also presented results from a small survey that indicated that such guidelines
would be welcomed by many members of the community. However, to my knowledge, no
comprehensive guidelines or checklists have been specifically created for the recommender
systems community, or at least they have not been widely adopted. Recently, I attempted
to develop guidelines for releasing recommender systems research code [4], based on the
NeurIPS and ’Papers with Code’ guidelines [44], but progress has been limited.

I echo the demand by Konstan & Adomavicius [24] for the recommender systems com-
munity to establish best-practice guidelines and/or checklists for researchers and reviewers.
Such guidelines would facilitate the conduct of “good” research, and they would assist
reviewers in conducting through reviews. By “good research” I primarily mean reproducible
research with a sound methodology. But “good’ research also refers to research that others
easily can build upon, e.g. because data and code are available; research that is ethical; and
research that is sustainable, e.g. because no resources were wasted.

My vision is best-practice guidelines that are not merely a collection of opinions but
are instead grounded in empirical evidence. This approach would be analogous to the
medical field, where guidelines for practitioners are justified based on empirical research
findings. Additionally, these medical guidelines indicate the degree of consensus among
experts, allowing medical practitioners to understand how widely accepted each best practice
is. In areas with less expert consensus, deviations from the best practice by practitioners
would be more acceptable. This model ensures that guidelines are both scientifically robust
and flexible.

In my view, best-practice guidelines for recommender systems research and evaluation
should include the following components in addition to the best practices themselves:
1. Justification: A justification for the best practice, ideally based on empirical evidence.
2. Confidence: An estimate of how sound the evidence is.
3. Severity: An estimate of the importance of the best practice and the potential consequences

of not following it.
4. Consensus: The degree of agreement within the community or among experts that the

proposed best practice is indeed a best practice.

Table 1 illustrates what a best practice may look like, using the example of random
seeds. A random seed is an initial value for a pseudo-random number generator, ensuring
that the sequence of random numbers it produces is reproducible. This reproducibility is
crucial for consistent experiment results, fair comparisons between different algorithms, and
reliable debugging. For instance, when splitting a dataset into training and testing sets,
using a fixed random seed ensures the same split is produced each time. This consistency
allows researchers to compare the performance of different algorithms on identical data splits,
ensuring that any performance differences are due to the algorithms themselves and not
variations in the data splits. Generating random random-seeds is not a trivial task, and
dedicated tools exist for it [16].

Creating a preliminary set of guidelines for recommender systems evaluation should be
straightforward. Existing communities, particularly in machine learning, already have robust
best-practice guidelines and checklists. Notably, NeurIPS [28, 31] and the AutoML conference
[3] offer guidelines that could be adapted for recommender system experiments with relatively
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Table 1 Best Practices for Random Seeds (Example).

Random Seeds
Best-Practice

1) Experiments must be repeated (n>=5) with different random
seeds each time. This is true for each aspect of an experiment that
requires randomness. This includes splitting data and initializing
weights in neural networks.
2) The exact random seeds used for experiments must be reported
in the paper or the code.

Justification [43] showed that when random seeds differed – i.e. data splits
contained different data due to randomness – the performance
of the same algorithm, with the same hyper-parameters on the
same dataset(s) varied by up to 12% [43]. In contrast, repeating
and averaging experiments with different random seeds, led to
a maximum difference of only around 4%. This means, if only
a single run had been conducted, the results could be up to 6%
above or under the ’true’ result, possibly more. By repeating the
experiments, the difference would have been only ±2% in the
worst case. The variance depended on the applied metrics, cut-
offs, datasets, and splitting methods (lower variance for cross-fold
validation, higher variance for hold-out validation). Therefore,
repeating experiments with different random seeds ensures that
the reported result is closer to the ’true’ result.
Reporting the exact random seeds is also a prerequisite (besides
many other factors) for an exact replication of experiments. A
researcher who wants to replicate an experiment and who uses
the identical random seeds as the original researcher, will have
the same data in the train and validation splits as the original
researcher. Knowing the exact random seeds also makes it easier
to detect fraudulent behavior such as cherry picking.

Severity Medium: If not conducted properly, reported results may be off
the ’true’ results by multiple per cent.

Confidence Low (the empirical evidence is based only on one workshop
publication [43]).

Consensus 82% of the ACM RecSys Steering Committee agree with this best
practice. PLEASE NOTE: This is an example for illustration
purposes. The percentage is made up.

minor modifications. Initially, these guidelines do not require empirical evidence or consensus
surveys. They can be simple and aligned with those used in the machine-learning community.
Over time, these guidelines can be tailored more to fit recommender systems research,
expanded and substantiated with empirical evidence and broader consensus.

The creation and justification of best practices can likely be undertaken by any motivated
researcher with experience in recommender systems research. However, the final selection of
these best practices, particularly concerning points 3 (severity) and 4 (consensus), should
be conducted by reputable members of the RecSys community. This could be achieved
through a Dagstuhl Seminar with selected experts or by the steering committee of the ACM
Recommender Systems Conference.

In conclusion, establishing well-defined best-practice guidelines, endorsed by the com-
munity and enforced by key publication venues such as the ACM Recommender Systems
conference and the ACM Transactions on Recommender Systems (TORS) journal, would
be a significant move towards resolving the long-standing crisis in the recommender system
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research community. For over a decade, the community has struggled with inconsistencies
and lack of rigor in research practices. By adopting and enforcing these guidelines, we can
ensure higher research standards, facilitate reproducibility, and contribute more robustly to
collective knowledge.

4 Working Groups

4.1 Theory of Evaluation
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4.1.1 Introduction and Scoping of the Problem

It is commonly believed that the “best practices” of empirical evaluations, as presented in the
recommender system literature, are often unclear. The methodology used to carry out the
evaluation is not clearly defined or is incomplete, and is not properly justified or aligned with
the theoretical foundations of performance evaluation methodologies previously developed in
the fields of machine learning and statistics. Therefore, the choice of metrics to compare
performance across systems and the configuration of these metrics can seem arbitrary. In
[39], for instance, it is argued that the way recommender systems researchers do evaluations,
model selection, data splits and so on, is generally very poor with little consistency and no
easy way to compare results. It should be a major wakeup call to the RS community to
sort this out. This section aims to clearly articulate the deficiencies in current evaluation
practices and to present a way forward so that evaluation can be improved in the future.

Evaluation of recommender systems has a very broad scope. There are many different
types of recommender systems, from conventional top-N recommenders, to conversational
recommenders, federated systems and reinforcement learning systems, to name just a few.
Moreover, there is a great variety of aspects of recommendations the performance of which
we may be interested in measuring. Some examples of these aspects include [48]:

Ability to predict item relevance.
Ability to rank items according to relevance.
Novelty of recommended items.
Diversity of the recommended set of items.
Item coverage.
Serendipity and unexpectedness of the recommendation.
Fairness across users and items.
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Business oriented performance in terms of items clicked, adoption and conversion, the
churn rates, sales and revenue, and other business performance metrics capturing consumer
preferences and levels of consumption.
Efficiency/latency of the recommender algorithm.
Privacy of the system data.
How explainable the recommendations are.

Evaluation in recommendation systems [48, 64, 71, 83] has been inspired by evaluation in
machine learning [65, 28], information retrieval [5, 77, 79], and statistics [30, 68]. However,
the assumptions behind those original procedures and metrics might not always hold in the
context of recommender systems. For example, use of the nDCG or AUC metrics without
proper justification can lead to biased or improper evaluations in some RS applications.
There is a need to revisit the assumptions behind the original metrics and their suitability to
the evaluation of recommendation systems. This section focuses mostly on metrics that are
used to measure relevance or ranking performance in offline evaluation methodologies. It
also examines the relationship of these metrics to online performance characteristics that
they are used to predict.

The following deficiencies of evaluation methodologies as currently practiced are identified:
1. Evaluation protocols are usually chosen arbitrarily, without proper justification of their

use and/or proper grounding in the previously developed evaluation methodologies in the
fields of statistics and machine learning. A typical justification is often based on citing
previous work that used the same protocol, which sometimes has its problems recursively
leading to the “original sin” paper having various methodological issues.

2. The theoretical assumptions required to justify the choice of an offline metric are generally
not known. The community needs to be made aware that certain metric choices carry an
associated implicit set of assumptions about the problem context.

3. How statistical significance testing is carried out is often not clearly articulated, and it is
generally not well enough known that particular statistical tests are based on assumptions
about the data that may or may not hold. Researchers and practitioners need to be more
mindful of the appropriateness of any test that is chosen.

4. Papers generally fail to report more than a summary performance statistic, averaged
over the user population, rather than examining the dispersion of performance across the
population, or the full distribution of the performance metric.

5. Related to the above, the uncertainty in the performance measurement is generally not
reported.

6. It is difficult to introduce new performance metrics to the community and have them
accepted and adopted.

7. Best practice in performance evaluation has been studied in a number of related domains,
and, where appropriate, such best practice should be transferred into recommender
performance evaluation. Related domains include:

Information retrieval,
Marketing – in which there exists extensive knowledge on how to calculate various
marketing performance-based metrics and also properly carry out randomized control
tests (RCTs). Some of this knowledge can be applied to recommendation problems
[87, 56, 58].
Economics – in which econometrics-based models deal with controlled experiments
that help to establish causal relationships in economics-related problems,
Applied statistics – in which some of the statistical methods have been applied to
recommendation problems [2].
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8. How many metrics and which metrics should be reported for a particular system is
unclear. Some studies have shown strong correlations between some of the commonly-
used metrics in certain contexts [38], while, on the other hand, when the size of datasets
grows significantly, metrics can behave quite differently. This observation has been made
across various fields of data science, including the insights made by Peter Norvig from
Google back in 20102, and the field of recommender systems should examine this issue in
greater depth.

In the rest of this section, we will discuss some of these issues in greater detail.

4.1.2 Data Preparation

This section delves into the crucial role of data preparation and its relationship with evaluating
recommender systems. Three key preprocessing phases are explored: labeling, filtering, and
partitioning. Each technique significantly impacts the evaluation process and requires careful
consideration.

As a first step, often labeling takes place, where the quality of labels assigned to interactions
(relevant vs not relevant) may directly affect how well a recommender system is evaluated.
Choosing these interactions is critical, as it filters out others. This section discusses the
implications of labeling and the challenges it presents.

As a second step, filtering is a preprocessing phase employed to achieve various objectives,
including sparsity handling, noise reduction, accuracy improvement, and the alignment of
the content information with interactions (also referred to as side information alignment).

Finally, a partitioning of the dataset is made to train the model. In fact, datasets used for
recommender system evaluation are essentially samples from a larger, unobserved population,
and to guarantee acceptable generalization capabilities for the trained recommender systems,
data partitioning plays a crucial role. This section discusses various data partitioning
strategies, along with their underlying assumptions and potential limitations. The section
explores how these assumptions can affect the ecological validity of the evaluation, meaning
how well the results translate to real-world scenarios [45].

4.1.2.1 Labeling

The quality of labeling significantly impacts a recommender system’s evaluation. In this
context, labeling refers to identifying which interactions are relevant to the system’s goals.
The choices made in this respect are pivotal and can skew the overall evaluation. Since
choosing which interactions are relevant inherently filters out others, labeling acts as a
filtering step (the following section discusses the implications of data filtering).

Compared to information retrieval, recommender systems deal with a much smaller
portion of items actually examined by each user. As a result, the system designer lacks
complete knowledge of which items are relevant to individual users. Further complicating
matters, “the non-observed user-item pairs – e.g. a user has not bought an item yet – are a
mixture of real negative feedback (the user is not interested in buying the item) and missing
values (the user might want to buy the item in the future)” [67]. In recommender systems,
data is often missing not at random, as highlighted in previous research [18, 61, 80, 81, 52].
Unlike other fields, where labeling the entire dataset is a condition to train the model,

2 https://www.nyu.edu/about/news-publications/news/2010/september/google-research-director-peter-
norvig-on-the-unreasonable-effectiveness-of-data-sept-17-at-courant-institute.html
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this section focuses on strategies to handle limited feedback. The researchers should be
particularly aware of this consideration. Indeed, previous literature showed that recommender
system performance measured on a fully observable dataset substantially differs from the
one computed on a partially observed dataset [17].

Given the limited feedback and the difficulty of collecting a reasonable amount of feedback,
many approaches focus on unary feedback that is easier to collect [91]. Consequently, to
assess these systems’ performance in the case of multi-valued feedback (e.g., on a 1. . . 5
scale), the conversion to unary feedback is necessary. However, passing from multi-valued to
unary feedback has important implications on evaluation since several metrics consider the
“relevance grade” in the computation of the formula (e.g., nDCG). The interested reader may
find a more detailed discussion on this topic in the following sections. How the conversion
is performed is pivotal for the entire evaluation process. Moreover, each technique comes
with its assumptions, whose absence hinders their applicability. This operation is usually
performed by using

a global threshold. A single threshold is defined at a global level (e.g., 3 on a [1 . . . 5]
range), and every rating above (or equal to) the threshold is considered a relevant
interaction. If the practitioners adopt this approach, they are implicitly assuming that
all users should have the same rating distribution, or at least, on a more psychological
level, every user values in the same manner the various grades of the reference scale (e.g.,
for all users the value 3 should indicate a barely acceptable item). While this assumption
is generally unwarranted, the extent to which it might hold could depend on whether an
explicit meaning has been assigned to each grade in the user interface at rating time.
a per-user threshold (user rating average or median). A single threshold is defined
based on user-specific characteristics, like their rating distribution. A common approach
is to consider the user ratings’ average as the threshold. However, this approach brings an
even stricter assumption: each user must have a balanced distribution of ratings between
positive and negative feedback. Otherwise, the semantics of the threshold cannot match
(e.g., if a user only rated positive items, using the mean or the median of the ratings to
define the threshold is meaningless).

4.1.2.2 Filtering

The filtering step is an important preprocessing phase aiming to achieve one or more objectives,
including:

Sparsity handling: It can be particularly helpful for recommender systems dealing with
sparse data, where some users may have not interacted with a sufficiently large portion
of the items.
Reduce noise: By excluding sparsely connected users and items, k-core filtering can
minimize the impact of noisy or irrelevant data points on recommendations.
Improve accuracy: Focusing on denser user-item relationships potentially leads to more
accurate recommendations because the system is considering stronger user preferences
and item connections.
Side-information alignment: It could be necessary in case of comparison of a collaborative
filtering method with a content-based or a hybrid model. It ensures a fair comparison
between the different families of recommendation algorithms.
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There are several techniques devoted to filtering datasets. In this section, some of the
most adopted ones are briefly discussed:

User interaction threshold filtering. This approach filters users based on their overall
interaction volume with the system. The system designer sets a minimum (or maximum)
number of interactions a user must have to be considered for recommendations.
Item interaction threshold filtering. This approach filters items based on their overall
popularity. The system designer sets a minimum (or maximum) number of transactions
an item must have to be considered for recommendations.
K-core filtering. It combines the two previous approaches and identifies a denser
user-item network. It first builds a network where users and items are nodes while
interactions are edges. Then, it iteratively removes users or items with less than a
chosen threshold (k) of connections. This creates a k-core, a subnetwork containing only
well-connected users and items. Recommendations are made based solely on this core.
Unfortunately, if the filtering procedure is not repeated until convergence (until no more
users or items are removed from the network), the k-core subnetwork is not created,
and some users and items may have an uncontrolled number of interactions, making the
overall evaluation unfair and not replicable.
Content (a.k.a. side) information alignment. When the experimental evaluation
comprises models that leverage content information (e.g., images, categorical or numerical
features, graphs, semantic information, textual descriptions), the alignment of interaction
information with content information is necessary. Suppose a researcher proposes a
visual-based recommendation method that exploits images of the products. However, only
50% of the items contain visual information. The choice of not aligning the interactions
with the content information will result in an unfair comparison, and the quality of the
proposed recommender could not be assessed. Lastly, side information alignment impacts
both users and items since, after the filtering, some users could have an empty interaction
history and will be removed.

The main problem, hence, is that after applying any filtering approach, the distributional
characteristics of the dataset are different. Depending on the degree of change in dataset
characteristics, the new dataset may no longer reflect the original dataset, thereby undermin-
ing the internal and ecological validity of the experiment. In case the practitioner is going
to use the learned model in a real world production environment, there are no theoretical
guarantees that the model is going to perform as intended.

Nevertheless, if the learned recommender system is not going to be used with the original
(unfiltered) data, filtering could be justified and used since it creates a (different) new dataset
potentially useful for research purposes. It is worth mentioning that the extent to which
this new dataset is realistic is outside the scope of this document. Whatever the rationale
behind the researchers’ choice, every time they apply any filtering method, they should report
the new dataset characteristics. Some widely employed dataset characteristics considering
distributional and topological properties are [1, 3]:

Rating space structure:
Size of rating space. The size of the rating space can be computed as RatingSpace =
|U | × |I|;
Shape of rating space. The shape of the rating data is captured by the ratio of the
number of users and the number of items in the rating data. The shape of a rating
space is captured by the user-item ratio, that is, UserItemRatio = |U |/|I|.
Rating density. This can be calculated as the proportion of known ratings (i.e.,
provided by the users to the system) among all possible ratings that can possibly be
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given by the users. More specifically, density = |R|/(|U | × |I|).
where U , I, and R indicate the sets of users, items, and interactions, respectively.
Rating frequency distribution:

Basic shape. The basic shape of the frequency distribution of user or item ratings
can be computed by using the first four moments: mean, variance, skewness, kurtosis.
Concentration. The concentration of items or users in the frequency distribution can
be calculated by using inequality measures including Gini coefficient, Pareto exponent,
Simpson diversity (or Herfindahl) index, and Shannon’s diversity index (or entropy).
Average user degree. It refers to the average number of interactions per user.
Average item degree. It is computed as the average number of interactions per
item.

Finally, it is essential to underline that the dataset characteristics should be reported to
characterize the new dataset and not to claim that the system trained on the new system
will perform comparably on the original dataset. Indeed, preserving the dataset’s statistical
properties is insufficient to guarantee similar performance. The consideration paves the way
for the open challenges in data modeling and simulation for recommender systems. The
reader may find a detailed discussion on the relationship between simulation and evaluation
in Section 4.1.6.

4.1.2.3 Partitioning

The datasets we use to evaluate recommendation algorithms are essentially an observed
sample, sampled from an underlying, unobserved, true distribution of data. To avoid
the model overfitting a specific observed dataset when we evaluate the performance of a
recommendation algorithm, the dataset is split into separate training and test datasets,
where the former is used to estimate the model and the latter to evaluate its performance.
If there are hyperparameter values to be estimated as well, the best practice is to create
yet another separate dataset, the validation dataset, that is used solely for the purpose of
determining the optimal3 hyperparameter values.

There are several “best practices” in use for partitioning datasets. Most partition data per
user, i.e., some portion of a user’s data is assigned to each of the training, validation and test
dataset. For example, the predominant strategy for data partitioning splits the entire data
in a “random” fashion, by assigning some of a user’s interactions to each portion – training,
validation, and test – uniformly at random [83]. In practice, the training dataset is typically
selected to be many times larger than the validation and test datasets. Such a partitioning of
the dataset is stochastic in nature: Different random seeds will result in different partitions
of the dataset. As such, uncertainty can be decreased by repeatedly splitting the dataset
in this fashion for different initial values of the random seed, a procedure typically referred
to as “(Monte Carlo) cross validation.”4 While a standard in many other fields of machine
learning [37], cross validation is rarely performed in the practice of offline evaluation because
it significantly increases the runtime and cost of the experiment. As a result, offline empirical
studies frequently report on very uncertain and biased point estimates of a recommendation
algorithm’s performance. In addition, while the theoretical basis of cross validation has been
studied for other domains of machine learning, e.g., classification [37], it has not been studied
in the context of recommender systems, to the best of our knowledge.

3 Optimal is taken to mean “optimal for the validation dataset” here, which need not have a relationship
to true optimality.

4 This is just one example of a cross validation strategy.
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Partitioning data by selecting samples, i.e., user interactions, to be assigned to each of
the datasets uniformly at random ensures that the training, validation, and test datasets
have similar distributional characteristics. As a result, the recommendation model, estimated
based on the training dataset, will likely be a reasonable model for the test dataset and the
observed dataset as a whole. However, it also makes several strong assumptions about the
real world phenomenon that we are trying to estimate by means of the recommendation
model, which may undermine the model’s applicability in the real world and the experiment’s
ecological validity.

Firstly, it makes the assumption that there is no inherent ordering to a user’s interactions.
While this may be a valid assumption in very specific cases, it cannot be assumed to hold
in general. We can make several simple counterexamples for popular practical use cases of
recommender systems. For example, in e-commerce, users are highly unlikely to purchase a
game for the PS5 or Nintendo Switch, if they do not own the appropriate gaming console.5
In movie recommendation, users are unlikely to watch the first installment of a series, after
watching the second and third.6

Secondly, it makes the assumption that a user’s interactions are independent of time, or,
in other words, static. It is easy to see how this assumption too may not hold in the real
world: in real world recommender systems, new items are introduced frequently, whether
they be new books, new music, new movies, new articles, new applicants and new jobs, ...

Both phenomena have received some attention in the literature, and alternative data
splitting strategies have been proposed that do not make one or both of these assumptions.
An “order-aware” or “user timeline” data split lifts the assumption that a user’s interactions
are unordered, and splits them so that the user’s earlier interactions are used to predict
their later interactions [53, 47]. A “time-aware” or “global timeline” data split lifts both
assumptions by partitioning the dataset based on a timestamp, such that all interactions
before this timestamp are assigned to the training dataset and all interactions after are
assigned to the test dataset. While these data splitting strategies may alleviate the issue of
ecological validity of an offline experimental result, they introduce yet other issues. Firstly,
depending on the degree of data drift in the dataset, the training and test datasets may
come from different data distributions, and as a result, the trained model may no longer
be a reasonable estimator. Secondly, both methods are deterministic, i.e., provided that
the timestamp or amount/ratio of interactions to assign to the test dataset is known, they
result in a single unique split and thus a single, biased and uncertain, estimate of the trained
model’s performance. Practical strategies have been proposed to address this, e.g., cross-
validation-through-time [54], sliding-window-evaluations [47, 52], or the timeline scheme [53].
However, these strategies lack theoretical foundations: it is unclear whether or not they
result in less biased estimators of performance.

Authors of empirical studies that employ offline evaluations do not typically justify why
the above assumptions may be assumed to hold for the specific observed dataset(s) that they
are using. To the best of our knowledge, there is no theoretical basis for these assumptions,
nor knowledge of how violating these assumptions may affect experimental results and the
ecological validity of our offline evaluation experiments.

5 Unless the game is purchased as a gift.
6 Unless the series in question is Star Wars, or Marvel.
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4.1.3 Configuration of Metrics

As surveyed in [4], ranking metrics are the most popular type of metrics being reported
nowadays in the recommender systems literature. In this context, which cutoff – i.e., up
to which N position the top-N elements in a ranking list are considered – is selected is
an important decision. While it is acknowledged that this decision should be tailored to
the task at hand or related to the interface the actual system was being or will be tested
in [60], however, no such justification is found in many publications. This decision is not
trivial, since, as analyzed by [88], some cutoffs might provide more robustness in terms of
incompleteness (to sparsity and popularity biases) than others; in particular, longer cutoffs
are more robust, even though the correlation between the obtained results was in general
very high (above 0.90).

At the same time, results from metrics are reported in combination with other metrics
[4]. As observed by [38], there is strong correlation (measured as “linear agreement” in the
original work) among different subsets of popular evaluation metrics. More recently, a wider
range of metrics was analyzed by [88] and consistent results were obtained. Hence, there is
little gain in reporting metrics that measure very similar signals; instead, complementary
measurements should be preferred, such as providing diversity or novelty metrics together
with accuracy.

An even more critical aspect to be configured when dealing with ranking metrics is the
process known as candidate item selection or sampling [22]. Here, the designer needs to
decide which items should be requested to rank for each user. As discussed by [38], if we
assume that the distribution of relevant items and non-relevant items within the user’s test
set is the same as the true distribution for the user across all items, then computing our
metrics on the items for which we have ratings – i.e., the user’s test – will be much closer
approximations of their true values. However, this is the opposite of what is typically done
in information retrieval, and in fact it does not mimic a realistic scenario where the user’s
test is unknown.

The impact of this specific decision was analysed by [10], evidencing that the former
design obtains results consistent with error metrics, whereas the latter is the most appropriate
one for ranking metrics. This effect is linked to how much unknown relevance is added to
the test set, leading to the so-called sampled metrics, where a parameter is considered for
the amount of sampled unknown (and, hence, non-relevant) items are included as candidate
items to be ranked by the algorithms. Despite the potential benefit of using this configuration
in the metrics because of the reduced computational cost (since not all items need to be
ranked anymore), it has been found in several works that doing this may lead to inconsistent
results, depending on the parameter considered and the dataset [55, 57, 18]. Nonetheless,
it is interesting to consider that this sampling could be exploited to alleviate popularity or
sparsity biases, as done in [42, 11]. Hence, this might be a potential avenue to be explored in
the future, so that the impact of this configuration is analysed from other perspectives, such
as multi-stakeholder or long-term evaluation.

Finally, there are other decisions more related to the technical details or implementation
nature of the evaluation metrics that deserve a formal justification or, at least, as much
transparency as possible from the researcher perspective, to properly assess the validity of
the results obtained through the presented evaluation [10]. On the one hand, some metrics
present different variations in the literature, each entailing a different assumption with
respect to the user behaviour or the meaning of the results. A paradigmatic example is the
configuration of nDCG [46], which requires a discounting function and a weighting scheme to
transform the ground truth into relevance weights. While in the original paper the authors
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discuss the underlying consequences of using 2-3 variations for these parameters, to the
best of our knowledge there is no thorough study to understand the impact of each of these
variations (or any other whatsoever) on the recommendation problem. In fact, it might be
possible that, depending on the user task, domain, or additional constraints, one variation
might be more adequate than another.

Similarly, how the relevance score is obtained from the information included in the
test set, is sometimes not explicitly mentioned, and it is even difficult to determine from
public implementations [10]. This is especially important for the cases where a rating scale
is available in the dataset, whereas the evaluation metric expects either binary relevance
(relevant vs non-relevant) or graded relevance (how each rating maps to the different relevance
levels). Related to this issue, how the evaluation metrics are configured when a recommender
provides a shorter list than expected – i.e., shorter than the provided cutoff – may make a great
difference on the reported results, and more importantly, on the hypotheses being assumed
as a consequence of that decision [10, 22], even coining the term coverage shortfall [19]. Let
us take the example of the recall metric, which takes the number of relevant documents
recommended up to position N and divides, in its original formulation, by the number of
relevant documents known in the ground truth of that user [38]. It is straightforward to
observe that, in some cases, it will be difficult to achieve a value of 1 at high positions, since
N might probably be smaller than the size of the user test. To address this, some works such
as [59] proposed a formulation that normalises by the minimum between the size of the user
test and N ; in that case, it might be possible to achieve the maximum value of the metric,
even when the recommender has not ranked all the items the user has in their test set. By
doing this, two orthogonal evaluation dimensions are being assimilated: recall and coverage;
it is now impossible to discern a recommender that provides N good recommendations (in a
ranking of size N) from another that only provides 1 recommendation matching the user test.

Moreover, “matching the user test” is also configurable and justifications about whatever
decision made should be explicit and aligned with the problem at hand. Usually, matching
the user test corresponds to recommending the exact same item the user has in their test set.
However, whenever the domain is too sparse or there are obvious similarities between the
items, researchers have considered some kind of similarity within the evaluation metric to
discriminate between recommendation algorithms, by claiming that not all the recommended
items are equal to each other, but some are better (and actually perceived better by the
users) than others [31, 76]. This shift from exact to similar matching must be made crystal
clear when reporting the results, as it may artificially boost the performance values, even at
the expense of losing discrimination power, for example by using a similarity metric that is
too vague.

4.1.4 Theoretical Justification of Offline Evaluation

Recommender systems are inherently targeted towards real-world end users, and their goal
is often framed as trying to maximise the utility that these end users can get from the
recommendations. This “real-world performance” is the estimand we care about in any
evaluation procedure, be it online, offline, simulated, or measured via user studies.

Online evaluation is costly and requires access to end users, simulations require assump-
tions that are often hard to motivate or validate, and user studies take time and are well-suited
for a limited set of research questions. Partly because of these reasons, offline evaluation is
the most common paradigm in the research literature on recommender systems – and also
commonly used by practitioners to obtain initial performance estimates. Broadly speaking,
the goal of any offline evaluation procedure is then to estimate this “real-world performance”
as best we can, in a reliable, reproducible, and robust manner.
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Problematically, the community has repeatedly reported mismatches between offline
results and real-world utility for more than a decade [66, 8, 52, 47, 7, 33, 69]. It is our
belief that the theoretical disparity between commonly used offline evaluation procedures
and metrics is at the heart of this: recall and (n)DCG are well-motivated in general machine
learning (ML) or information retrieval (IR) settings respectively, but the assumptions required
to justify their use are rarely mentioned explicitly in recommendation research. Assumptions
permeate our scientific field, and some are easier justified than others. Being explicit about
them provides clarity about the limitations certain methods have, and hints at potential
ways forward: “Can we lift these assumptions? Can we quantify the bias on the estimator
that is a result of violated assumptions? Which set of assumptions is necessary and sufficient
for a metric to be theoretically justified?” With the prevalence of offline evaluation, finding
answers to these questions is crucial. Nevertheless, we find that such questions are rarely
posed in the first place, and the motivation for specific evaluation metrics boils down to
matching the recommender systems problem to either ML or IR. Whilst clearly related, there
is no exact match between typical applications in these settings, and any procedures and
metrics we bring into the field should be vetted as a result.

[46] introduce the (normalised) DCG measure in the context of classical information
retrieval applications, like web search. They write: “a simple way of discounting [...] is
to divide the document score by the log of its rank”. It is clear that this proposed discount
function was effective, and it has been adopted by the IR and consequently by the RecSys
communities. Nevertheless, the choice of discount function carries implicit assumptions about
user behaviour, and how they interact with a ranked list of recommendations in terms of
examining items. “Simple ways” can be intuitive, but deeper theoretical justifications allow
us to formally link offline evaluation measures to online metrics we might care about. [15]
proposed similar metrics that leverage an estimate of the probability that a user will see a
recommendation in a ranking – and it should be clear that the accuracy of that estimate
affects the utility of the evaluation metric. Indeed, recent work reports that improved
exposure probability estimates improve correlation with results obtained through online
experiments [49].

One approach to connecting an offline measures with real-world performance is to
demonstrate that the offline measure is an unbiased estimator of the online performance
characteristic that is ultimately of interest. This is typically framed as “counterfactual” or “off-
policy” evaluation, and has gained traction in recommendation applications [90, 72]. Several
studies have reported that careful application of such techniques can close the gap between
offline evaluation results and real-world performance as measured in an A/B-test [34, 35].
Nevertheless, it is often seen as a “niche” area of research, and connections to evaluation
metrics that are prevalent in the field are unclear.

In an attempt to close this gap, [51] examine the assumptions of the problem context
that are required for Discounted Cumulative Gain (DCG) to be an unbiased estimator of
“online reward”. Broadly, these include that the reward for an item is independent of past
recommendations (avoiding the need for reinforcement-learning-type evaluation); that the
probability that a user views an item at a particular rank depends only on that rank, and
not on any actions taken on items in other ranks; and that the reward is independent across
all ranks. One way, therefore, to justify the choice of DCG for offline evaluation is to argue
that the problem context satisfies these assumptions. Nevertheless, such assumptions are
not generally known to practitioners or researchers – even for the methods and metrics that
underpin our research field that is largely driven by empirical progress. Further theoretical
analyses that identify connections between offline metrics and real-world performance are to
be encouraged in the community.
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It is also worth noting that other common metric constructions, such as normalising by
the DCG of an “ideal” ranker, when no such ideal can be determined, or normalising before
averaging, undermine the theoretical link between the estimator and the estimand. As a
result, they can change the order in which system performances are ranked without any
sound justification for modifying the measure in a way that moves the optimum. Anecdotal
evidence seems to imply that this consequence is not widely known, which is troubling given
the prevalence of the procedure.

Normalised DCG is a staple for evaluation in the IR community, and this has motivated
its use in recommender systems research. Typical IR applications like web search rely on
datasets that have some “ground truth”: often these are relevance judgments collected from
experts. In recommender systems research, the very nature of the problem setting inhibits
us from acquiring anything like this.

Part of the problems mentioned above regarding nDCG stem from its unrealistic setting
with respect to partial information, which is prevalent in our community. In fact, the original
article [46] claims “they (nCG and nDCG measures) represent performance as relative to the
ideal based on a known (possibly large) recall base of graded relevance judgments”. Hence,
one of the underlying assumptions made explicit by the authors is that the normalisation
should be done on a large recall base of ground truth or, in other terms, that unless ground
truth is large enough, we would not have enough confidence on the “ideal” value of the
metric. This extends to other recall-oriented metrics, like Recall (obviously in its original
formulation [36, 38] or in recent normalisation variations [59]) or Mean Average Precision
(MAP) [5, 38]. Here, the main assumption being violated is that, usually (unless the full
user-item interaction matrix is known), in recommender systems ground truth is far from
complete, hence these metrics are being computed under a wrong premise: that the observed
preferences is what the recommender system should achieve, ignoring that these are a minor
representation of the real user preferences.

Even though this problem is not as severe in the information retrieval area, there are
proposals aiming to tackle this issue. For example, the bpref metric [16] was specifically defined
to be robust to incomplete judgments sets; however, it is seldom used in recommendation tasks
[4]. Similarly, the variations of Average Precision presented in [95] (induced, subcollection,
and inferred) provide robust measurements to incomplete and imperfect relevance judgments.
Hence, the community should aim at understanding how to adapt these metrics to the
recommendation domain, as in [89], and decide whether these are enough to address the
aforementioned problems or if more specific measurements are needed.

To satisfy unbiasedness according to the derivation from [51], the discount function used
in DCG should accurately reflect exposure probabilities. A common user model assumes
that users decide whether to abandon the recommendation list with a fixed probability after
every item. With this user model and the appropriate discount function, DCG becomes
equivalent to the Rank-Biased-Precision (RBP) metric, which is commonly used in IR. [63]
write: “A useful consequence of the proposed RBP metric is that it is possible to compute
upper and lower bounds on effectiveness, even when the ranking and relevance judgments are
partial rather than comprehensive.” Whilst less common in IR, as we have argued, incomplete
relevance judgments are ubiquitous in recommendation use-cases. As a result, this insight is
crucial for our community, as it hints towards ways we can quantify the statistical biases
that arise due to violated assumptions. Further theoretical analysis of such properties is an
important and promising research direction.

Specifically, bounds for more general discount functions that are, e.g., personalised and
context-dependent, would be of both theoretical and practical importance. Indeed, if other
covariates exist that impact exposure probabilities, we need to account for them to avoid
problems of unobserved confounding that would inevitably lead to further biases [50].
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So far, we have argued in favour of more rigorous theoretical justification of offline
evaluation metrics and procedures, so we can make mathematically meaningful statements
about estimates of real-world performance without requiring on end users that interact
with the recommender system. Online evaluation procedures, on the other hand, leverage
interaction with end users to directly measure the quantities we care about – be it short-term,
long-term, multi-objective, multi-stakeholder, accuracy-, diversity-, or fairness-oriented. A/B-
tests are typically used for this, because of their strong theoretical connections to well-known
and well-vetted experimental setups like Randomised Controlled Trials (RCTs) [70, 50].

In line with the offline evaluation procedures we tend to borrow from ML and IR
without questioning their assumptions, we analogously rely on the seminal works of [29] and
[70] to motivate why RCTs and A/B-tests are the gold standard for measuring real-world
performance. These methods were, nevertheless, originally proposed in different contexts,
relying on different assumptions. This inhibits their direct application to recommendation
problems, but the mismatch is rarely acknowledged in the research literature. [48] discusses
problems that arise with machine learnt models that update over time: when training data
is influenced by the treatment, the Stable Unit Treatment Value Assumption (SUTVA) is
violated, undermining the credibility of the experimental setup. Similar observations have
been made in industry settings, where bias and interference complicate reliable measurement
of performance [85]. [6] focus on multi-sided experiments, where we, e.g., have item consumers
and providers that can interfere and complicate statistical inference – a setup that describes
most commercial instances of recommender systems. [82] propose specific adaptations
to online evaluation procedures that minimise this type of interference, with a focus on
“exploration”. Notwithstanding this, interference also occurs even in simpler settings where
we only consider users that can interact [20]. [50] provide guidance for online experimentation
in general, describing common situations where problems can occur. These issues should be
acknowledged and widely known, to avoid blindly putting A/B-test results on a pedestal as
the “gold standard”, without being clear about the assumptions.

[32] famously criticizes common mistakes in IR evaluation, some of which directly map to
RecSys use-cases too, whilst other do not. Their criticism has been the subject of discussion
itself, with [75] retorting some of the arguments and highlighting that there are differing
theoretical views on evaluation in general. Such public discussions are healthy for the research
community, and it is our belief that RecSys-focused extensions can be helpful.

4.1.5 Reporting Results

Most empirical research on recommender systems aims to introduce new methods or test
existing methods in new applications by conducting experiments on one or more datasets.
Properly reporting results is crucial for drawing robust and widely applicable conclusions
about the proposed method, system, or application, especially in comparison to previous
works. The current practice for reporting performance in the area follows a pattern: i)
indicate a set of performance metrics (nDCG, MAP, recall@k, precision@k, AUC, diversity,
novelty, etc.), ii) indicate a set of competing and baseline methods, iii) report the average of
those metrics over multiple users, iv) in many cases, but not always, report some statistical
test, v) in some cases, provide plots to visualize the behavior of the metrics as a function
of hyperparameters or training variables. Although it seems like following this procedure
ensures strong evidence to support conclusions, several assumptions behind this process can
diminish their robustness.

Recent research on the evaluation of recommender systems is shedding light on reporting
aspects that can strongly influence the final interpretation of the results. For instance,
[51] studied the suitability of reporting nDCG to compare the performance across methods
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since some of their assumptions are violated in recommender systems. [27] advocate for
using distributions rather than only reporting point estimates of metrics to compare the
performance of different methods. Moreover, research in recommender systems has stuck
to reporting performance with a rather small set of metrics [4], whereas researchers in
information retrieval have explored further to account for important aspects of ranking,
suggesting the use of Expected Reciprocal Rank (ERR) [23], and Rank Biased Precision
(RBP) [63].

Other fields have partially addressed these issues by continuously researching the assump-
tions behind evaluation metrics or directly introducing guidelines. For instance, the fields of
Human-computer interaction and Information Visualization have advocated for reporting
results using informative charts with effect sizes and interval estimates [26, 13, 84], rather
than relying exclusively on p-values. The main criticism about the practice of only reporting
p-values is the promotion of dichotomous thinking, i.e., the classification of statistical evidence
as either sufficient or insufficient, typically through the use of arbitrary cutoffs such as the
p-value p < 0.05 [12]. There is also wide consensus among statisticians about moving beyond
p-values to advance research in general [68]. Moreover, the field of information retrieval
has a tradition of continuously researching evaluation metrics and practices, with several
tutorials and books over the years emphasizing guidelines and best practices [74, 62]. For
instance, to assess for significance in information retrieval, [79] analyzed the robustness of
several statistical tests and concluded that Wilcoxon and sign tests should be discontinued.
This work has been continued with reports emphasizing a better understanding of statistical
tests [21] and good practices to report significance beyond p-values [73]. Going further, they
have expanded this research to online evaluation [40].

These are just examples of the need to revise the assumptions and procedures for offline
evaluation that the recommendation systems community considers in the form of providing
evidence of progress in the area.

4.1.5.1 Beyond Averages

Ensuring that evaluation metrics are aligned with the actual success criteria is a crucial
first step towards assessing the effectiveness of a recommender system. In practice, the
implementation of these metrics must address several data quality issues. As discussed in
Section 4.1.2, for retrospective evaluation scenarios, this includes handling the available
feedback as incomplete, noisy, and often biased samples of user behavior. In any case, for a
robust evaluation, the effectiveness of a recommender system must be assessed across multiple
users as test samples. On the other hand, summarizing per-user estimates through simple
averaging fails to capture important aspects of the underlying effectiveness distribution across
the entire sample, which is key to comparing systems.

Statistical Significance. Comparing averages may hide subtle yet important differences
between systems. For instance, measured average improvements might come from only a
handful of users in the test sample, when the majority of users might experience a decrease
in their experience with the system. Such a variability in performance across users can be
quantified to serve as an estimate of the uncertainty associated with the reported averages in
the form of a confidence interval. Taking a step further, statistical hypothesis testing can
be employed to quantify the extent to which the differences observed between systems are
significant.

Despite being common practice in related fields [73, 86], significance testing is not as widely
adopted in the recommender systems community [22]. Moreover, which testing procedure
to use for different recommendation problems is often unclear. Recent results have shed
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light on the statistical power of existing procedures when applied for typical recommender
evaluation scenarios with sample sizes in the order of thousands of users [43]. In contrast to
small-sample regimes typical to evaluation efforts in related fields (e.g., search evaluation
campaigns with a couple hundred queries as test samples [92]), large-sample regimes render
existing significance testing procedures robust to violations of their underlying assumptions
(such as normality and homoscedasticity [86]). In this scenario, having a significance testing
procedure in place becomes more important than which particular test to choose. Another
relevant aspect to consider when assessing statistical significance is the increased probability
of falsely detecting significant differences (aka Type I errors) stemming from the simultaneous
comparison of multiple systems [44].

Practical Significance. Statistical significance tests can help detect unpromising recom-
mendation approaches early on in the process of searching the space of effective solutions.
Nonetheless, a statistically significant improvement may not necessarily be of practical
significance for the recommendation scenario under consideration. In particular, confidence
intervals are a function of both the effect size – the magnitude of the improvements observed
with respect to a baseline system – and the sample size – the number of observations – when
comparing systems. Therefore, reporting effect sizes is of utmost importance for assessing
the practical significance of a result. Indeed, regardless of its magnitude, a positive effect size
indicates a consistent improvement across users in the test sample. Depending on the target
scenario, even a small – yet positive – effect size may be of practical significance, considering
the scale involved (e.g., a tiny increase in revenue per user across a large fraction of the user
population).

While positive effect sizes indicate a consistent improvement, they do not tell the full story.
For instance, data incompleteness issues often lead to a very low (if not zero) performance
for many individual users, which may severely affect the measured average performance of
different systems or even the effect size when comparing systems. Inspecting the underlying
distribution of improvements across test users may reveal important insights into the relative
strengths and limitations of the systems being compared. Indeed, looking at performance
differences at an individual level could help mitigate the risk of deploying a new system that
brings average improvements at the expense of hurting the experience of several individual
users. Moreover, segmenting test users according to some discriminative user feature (e.g.,
demographics, past interests) may help surface inherent difficulties of the systems or even an
unfair treatment against certain user groups [27].

Other Considerations. In addition to assessing the statistical and practical significance of
the reported results, other effects are also worth analysing when evaluating recommender
systems. One such effect is the sensitivity of a recommender system to its hyperparameters.
Given the costs involved in hyperparameter tuning, particularly for compute-intensive systems
deployed in massive-scale recommendation scenarios, understanding the extent to which the
effectiveness of a system depends on the configuration of each of its hyperparameters may
lead to more cost-effective deployments. Moreover, understanding the impact of different
components of the system on its final performance through an ablation analysis can be also
informative. Indeed, not only does it help determine the cost-effectiveness of each component
individually, but also to narrow down the cause of the observed improvements. The latter
can be of particular importance as means to identify the actual scientific progress brought
by each newly introduced approach.

Lastly, as in every scientific undertaking, clearly reporting the limitations of the conducted
experiments is crucial for several reasons. Transparent reporting allows other researchers
to accurately interpret the results and understand the context in which the findings are
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applicable. It helps identify the potential sources of bias or error that may have influenced
the outcomes, such as sample size limitations, data quality issues, or specific assumptions
made during the analysis. Acknowledging these limitations also facilitates reproducibility
and comparability, enabling other researchers to replicate the study under similar or varied
conditions to verify the findings. Furthermore, it guides future research by highlighting
areas that require further investigation or improvement, thereby contributing to the overall
advancement of the field. Clear communication of limitations fosters trust and credibility in
the research community and ensures that the conclusions drawn are robust and reliable.

4.1.6 Data Modeling, Synthetic Data Generation and Simulation

It is common practice to evaluate an algorithm over a number of empirical datasets in
order to demonstrate its performance. The measured performance is intimately connected
to the characteristics of these datasets, so that in order to truly test the applicability of
the algorithm, it should be evaluated on as wide a range of datasets as possible, covering
a range of characteristics. There are a number of recognized challenges to this approach,
such as ensuring that the chosen datasets cover a sufficient range of interest. Common
preprocessing steps can change the distribution of the data, as discussed elsewhere in this
section. Moreover, evaluation over a data snapshot from a live system assumes that this
dataset contains sufficient information to determine future user behaviour and this may not
indeed be true.

A more statistical approach is to define a data generating distribution and to evaluate
performance as a function of the parameters of that distribution. In doing so, one could
in theory explicitly explore the relationship between the data characteristics, as controlled
by the parameters, and performance. Parameters can be adjusted beyond the range that
might be available in empirical datasets, so that, for instance, exploring an algorithm as
the number of users or catalogue size is scaled upwards, or over different levels of sparsity,
becomes possible. Additionally, evaluating over a data distribution or over synthetic data
drawn from a data generator, has the advantage that it avoids issues of privacy and limited
access to real-world datasets.

Going further in this direction, a full user behavioural model can be proposed and
implemented in a simulator. The recommender system algorithm is then evaluated against
the parameters of the simulator, which can be modified to explore different user behaviours.
It is noteworthy that as far back as [38] simulation is mentioned as a means of generating
training data. However, these purely theoretical approaches (in so far as they do not rely on
real-world datasets), are not commonly adopted in the community because of the inherent
challenges of selecting statistical distributions that cover the characteristics observed in
real-world data and of modelling real user behaviour. As a result, they have not gained much
traction as valid evaluation methodologies to date.

A full review of data generation techniques and simulation is beyond the scope of this
report. We mention some work as follows:

The impact of data characteristics on recommender system performance has been explored
in [1, 25, 24], where the identified characteristics include rating distribution, as summarised
by a few moments of the distribution, data sparsity, user and item rating frequency
distribution.
A number of models for synthetic dataset generation have been proposed, notably models
based on fractal expansion [9], models based on generative models such as Variational
Autoencoders (VAEs) [93] or Generative Adversarial Networks (GANs) [14, 78].

24211



84 24211 – Evaluation Perspectives of Recommender Systems

Work on simulators for recommender systems is mostly in the context of reinforcement
learning approaches, in which it is difficult to obtain real-world data to evaluate long-term
reward. Simulators include RecSim [41], RL4R [94], KuaiSim [96].

In the current state-of-the-art, the following gaps may be identified. The measures used
to characterise datasets are not sufficient to determine algorithm behaviour. Capturing the
correlations between interactions is difficult to model and cannot be easily captured in a
small set of summary statistics. Synthetic data generation methods can prove very useful, in
particular in avoiding issues of privacy and regulation associated with the use of real-user
data, but do not allow for full control over the dataset characteristics that we may want
to explore. Much work is required in user modeling in order to develop simulators that
can accurately model real-user behaviour, across a range of different recommender system
contexts.

We argue that further work in these directions can be very valuable to developing more
robust evaluation methodologies that are not dependent on the availability of empirical data.

4.1.7 Practical Issues of Improving Evaluation Methodologies

While we strongly advocate for improvement of evaluation methodologies over the current
common practice, it is important to recognize the practical issues raised by committing
to a robust evaluation protocol. We can certainly learn from the medical community, for
example, in terms of adopting standardized reporting styles that concisely capture the details
of the statistical analyses that have been applied. Nevertheless, applying the rigor of a very
strong analysis protocol inevitably means that the time dedicated to evaluation becomes
significantly longer. Moreover, the computational resource required to fully evaluate an
algorithm over a range of settings is substantial, considering the training times associated
with deep models that are more and more often being adopted. The environmental impact
of such analyses needs also to be considered.

The primary focus of our community is the development of novel models and algorithms.
The resource commitment to evaluation will detract from this primary focus and slow
technological advancements. The scope of recommender systems is very broad nowadays,
beyond their original application in e-commerce, to systems applied in health domains. One
view is that we need to weigh the cost of rigorous evaluation against the cost of an erroneous
assessment of an algorithm’s performance. At one extreme, a poor assessment may do no
more than slightly dis-improve user experience with a non-critical application, while on
the other it may have significant financial impact on a company that deploys an algorithm
under false expectations or even be critical to the health and well-being of people to whom
recommendations are made. Where substantial financial cost or cost in human life is at stake,
then it is essential to do full and thorough assessment. For less critical applications, we may
be content to observe an algorithm’s true performance, once it is deployed in the wild.

As things stand, researchers spend so much time worrying about the validity of perform-
ance results in the state-of-the-art, so that systems have to be repeatedly re-evaluated for
each new experimental comparison. We need to at least reach a point where experiments are
clearly and fully reported, including the assumptions that go into the evaluation methodology,
so that future researchers can rely on the soundness of the results and not feel obliged to
repeat the analysis.
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4.1.8 Recommendations

We summarize some broad takeaways from the above discussion. It is evident that some of
the issues identified in this section are generic issues for data analysis and machine learning
in general. Others are specific to the recommender system context in particular, and we
need to be particularly mindful of circumstances in which findings established in a different
domain are adapted to the recommender system domain.

Be aware of the theory underlying evaluation that is already known and put it into
practice.
Be aware that assumptions underlie all evaluation choices and be conscious of those
assumptions.
The community should carry out further exploration of the theory developed in other
disciplines and its adaption to the recommender system context, taking into account the
specific characteristics of our domain.
Further research on the theoretical grounding of data partitioning, labeling and filtering
is necessary.
Further theoretical analysis that identifies connections between offline metrics and real-
world performance is required.
Further research on improved models of datasets, user-modeling and simulation can
alleviate the reliance of evaluation methodologies on the availability of empirical datasets.
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This group focused on paradigms and practices for evaluating the fairness of a recommender
system. As noted in Ekstrand’s talk abstract (Section 3.5), fairness is a complex, nuanced, and
context-dependent family of problems that defies simple definitions or overly-standardized
evaluation approaches [20, 42]. It is, however, a vital problem: recommendation brings
significant benefits to users, creators, and society by catalyzing economic opportunity and
enabling effective access to a wider range of art, news, information, and products. Ensuring
that these benefits accrue broadly across society, instead of being concentrated on the few
or distributed in ways that replicate historical and ongoing discrimination, is essential if
recommendation is to truly serve the public good.

Because fairness metrics and evaluation requirements are specific to particular applications,
fairness problems, and goals [44, 21], it is difficult to present technical best practices such
as particular metrics, data processing strategies, etc. Instead, we seek to describe “best
meta-practices”: ways of approaching the planning, execution, and reporting of fairness
evaluations that will enable work to be rigorous – both socially and technically – and
clearly communicated. In this section, we synthesize ideas from prior work on problems and
approaches to fairness research [17, 18, 21, 44, 49] to which we refer the reader for further
study, along with some fresh observations of our own.

Many of the ideas in this section are not specific to fairness [18]; all aspects of recommender
system evaluation benefit from careful attention to the problem, justification of metrics and
methods, and clear communication.

4.2.1 Landscape

Understanding fairness in recommender systems requires considering a complex ecosystem
of various entities and interconnected concepts. In Fig. 1, we briefly overview the main
concepts behind fairness. The entities involved include consumers, item providers, and
subjects; multiple actors can be considered together under multisided fairness. Fairness
problems also often divide into individual and group problems, regardless of the entities
involved. Additionally, we describe the potential harm caused by unfairness and the temporal
dimension of fairness.

For “Who”?

Fairness becomes a critical factor when recommender systems are deployed in settings
where harmful discrimination may occur. We distinguish between different classes regarding
“who” fairness might concern [1, 18]. Consumer side fairness or user side fairness ensures

https://creativecommons.org/licenses/by/4.0/
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Figure 1 Categorization of fairness factors.

that consumers7 of the recommender system are treated fairly in the quantitative and
qualitative aspects of their experience. This involves ensuring equity of utility or usability,
fair representation, avoiding stereotypes, etc. Fairness towards item side entities ensures
a fair treatment of items; it can include provider and subject side fairness but can also be
considered without knowledge of providers or subjects. A system can be unfair by treating
similar items differently, e.g., when two news articles on the same topic and with comparable
quality are not exposed equally. Provider-side fairness is an item-side entity concern which
ensures fair treatment of item providers. Subject-side fairness is an item-side entity concern
which ensures fair treatment of the subjects (people or entities) mentioned in, or related to
the items. For example, in news recommendation, a system can be unfair to the gender of
people described in news articles or to specific topics discussed in the articles. Multisided
fairness [11] considers consumers and providers, demanding fairness on both sides.

On “What” basis?

Fairness is often characterized as individual vs. group fairness [17]. The goal of individual
fairness is to treat similar individuals similarly, so that each individual receives an appropriate
treatment in accordance with some task-specific notion of “merit”. The goal of group fairness
is to treat different groups similarly, so that there are no systematic disparities across
groups. Usually, a protected group is contrasted against an unprotected group (also called
dominant or majority group) to guarantee that protected individuals are treated comparably
to unprotected ones. Groups are often defined upon attributes from anti-discrimination law,
e.g., gender, ethnicity, religion, and age.

Individual fairness assumes a function to measure the similarity among individuals.
Defining such similarity function is challenging due to the lack of ground truth, data biases,
task dependency [25] and very often results in solving the task itself [12]. For example,
a “perfect” similarity function based on user preferences and past interactions could be
used to generate “perfect” recommendations. While group fairness might seem easier to
accomplish, it requires access to protected attributes to define groups. These attributes are
often unavailable or difficult to collect because they represent sensitive data, e.g., gender.
Moreover, group fairness does not guarantee fair treatment among individuals within a
group due to aggregation and comparison among groups (fairness gerrymandering [32]). For

7 “Consumer” is commonly used to indicate the people using a recommender system. The term should
not be used when the recommender system recommends people, such as in dating applications or job
recommendations. For brevity and clarity, we will use consumer in this piece as we do not explicitly
talk about these topics.

24211



94 24211 – Evaluation Perspectives of Recommender Systems

example, a music recommender system might achieve group fairness with respect to gender
by increasing exposure for a single artist, but this does not ensure fairness for other artists
of the same gender.

“How”?

Exploring the “How?” of fairness involves examining various dimensions through which
fairness can be achieved or compromised. Here, we refer to some examples of how unfairness
can lead to unfair distribution of utility, severe consequences, exposure, discrimination,
misrepresentation, and reinforces stereotyping.

Unfair distribution of utility Unfairness in recommender systems can lead to unequal
distribution of utility, where benefits such as opportunities are disproportionately allocated.
When recommendations favor certain consumers/users or item providers over others due
to biases in data or algorithms, some groups receive more exposure and advantages, while
others are marginalized [22, 19, 24]. This inequitable distribution not only reduces the overall
satisfaction and utility for disadvantaged users but also perpetuates existing inequalities and
limits diversity.

How can recommender systems be designed to ensure an equitable distribution of utility
among all users/items/subjects?
What factors contribute to the unfair distribution of utility in recommender systems?
How do biases in the data and algorithms affect the distribution of utility among different
user/item groups?
What metrics can be used to measure the fairness of utility distribution in recommender
systems?
How can interventions be implemented to correct the unfair distribution of utility in
existing recommender system algorithms?

Disparity of Exposure Depending on the user attention model that is considered, an
item’s position in the recommendation list determines the exposure of individuals or groups
of items [7, 43]. Therefore, exposure has effects and implications on how much users will
consume those individual or groups of items. Disparity of exposure is typically based on
the principles of equality of opportunity. This can be further operationalized in different
ways [15, 31].

For example, disparity of opportunity can be based on the idea that all item groups/similar
items should get exposure proportional to the collective merit of the items in the group or
the merit of individual items [30]. Fairness for individuals can be defined following the idea
that exposure should be proportional to relevance for each subject in a system. In contrast,
fairness for groups means that exposure should be equally distributed among members of
groups defined by sensitive attributes such as gender and lyric language [43].

How can exposure be measured and balanced to ensure fairness for all users and item
providers?
What algorithms or techniques can be used to ensure equitable exposure?
How does unequal exposure affect user satisfaction and engagement with recommender
systems?
What are the challenges in achieving group-level exposure fairness, and how can they be
addressed?
How can exposure fairness be maintained over time as user preferences and content
availability change?
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Discrimination occurs when the algorithmic decisions tend to disadvantage certain groups
based on characteristics such as demographic information, e.g., ethnicity, gender, age, or
socioeconomic status [2].

How does discrimination affect user trust and platform credibility?
What are the legal and ethical implications of discrimination in recommender systems?
How can inclusive data collection practices reduce the risk of discrimination in recom-
mendations?

Misrepresentation refers to an inaccurate representation of users or item providers’
characteristics [21, 17]. Misrepresentation can be in the form of inaccurately representing users’
interests and information needs internally, preventing certain user groups from systematically
having less accurate representations (e.g., user embeddings or other user models that may
lead to stereotyped recommendations [21]. Providers can be harmed by not having their
products consumed.

How can misrepresentation in user profiles and item descriptions be identified and corrected
in recommender systems?
What impact does misrepresentation have on user satisfaction and item provider success?
How do inaccurate user models contribute to the spread of stereotypes in recommenda-
tions?
What techniques can improve the accuracy of user and item representations to prevent
misrepresentation?
How can transparency in recommender systems help users understand and correct potential
misrepresentations?

Reinforcing stereotype refers to the potential of recommender system algorithms to
perpetuate harmful or unnecessary stereotypes by consistently promoting content that aligns
with narrow, stereotypical views [38].

How do recommender systems contribute to the reinforcement of societal stereotypes?
What are the long-term impacts of stereotype reinforcement on users and society?
How can algorithms be designed to avoid reinforcing stereotypes?
What role does diverse and inclusive data play in preventing stereotype reinforcement?
How can user feedback be used to identify and mitigate the reinforcement of stereotypes
in recommendations?

On “What” Scale?

Machine learning models often optimize some static objectives, causing fairness to be regarded
as a static function. Most definitions consider fairness as a one-shot process, i.e., with respect
to a single point in time. The underlying assumption is that fairness will be beneficial for
the protected individuals or groups, as well as the whole society, in the long term. However,
decisions based on ML models can be iterated over time, and one-step fairness can even
cause harm [28, 34, 35, 13, 33, 6, 24].

Recommender systems are dynamic and interactive by nature, i.e., the nature of entities
may change over time. For example, groups based on attributes such as popularity can quickly
change over time, and fairness interventions can potentially drive items into or out of the top
popular group. This distinction of fairness as a long-term or short-term process results in
static vs. dynamic fairness. Static fairness disregards changes in the underlying environment,
e.g., utility, attributes, etc., while dynamic fairness adapts to the environment [26].
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The severity of consequences refers to the negative impact of unfair recommendations on
all entities involved, e.g., consumers, item providers, etc. For instance, severe consequences
for consumers can be in the form of missed opportunities, financial losses, or psychological
harm. Item providers such as content creators or sellers can face severe consequences that
manifest as reduced visibility and revenue (see Section 4.2.2 for concrete examples).

The extent to which unfair recommender systems can cause harm depends also on the
temporal dimension. For example, disparity of exposure might not cause immediate harm
but, if reiterated in the long-term, can potentially lead to severe discrimination, job and profit
loss, and reinforcement of stereotypes. In the long term, unfairness can also have significant
societal consequences. With news and social media sites, unfair recommender systems might
promote content emphasizing only one political side or misinformation discriminating against
certain groups [50, 5].

4.2.2 Examples / Use cases

Fairness concerns may be encountered in any recommender systems use case. Here, we
present a few examples to give an intuition for what fairness concerns we might consider in
research and practical applications. We chose two use cases to explore a subset of potential
fairness concerns. By no means is this list exhaustive. More examples can be found in the
literature available on this topic [17, 18, 49].

Research paper recommender system/search engine

Academic search and recommendation aim to help researchers find relevant papers for their
interests. The widespread use of these systems calls for ways to ensure fair information access
to avoid harmful consequences to authors, institutions, and journals. In Fig. 2, we briefly
overview the main concepts behind fairness for the use case “research paper recommender
systems”.

ConsequencesHow it harmsOn What BasisFor Who

Authors
Consumers

Research Institutions

Publishers

Group Attributes

Gender, Seniority, Origin, 
Discipline

GBP, Country

Location

Misrepresentation
Discrimination
Disparity of Exposure
Unfair Distribution of 
Utility

Job Loss
Under Recognition
Loss of Revenue

Research Paper Recommendation

Figure 2 Identifying the key points of fairness in research paper recommender systems.

Possible actors involved are paper authors, users of the search or recommender system,
research institutions, and publishing venues, e.g., conferences and journals. Author group
fairness can be defined by attributes such as gender, seniority, geographical origin, or discipline.
The Gross Domestic Product (GDP) and the country can apply to research institutions and
country for publishers.
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Examples of fairness concerns for this domain include:
If the system provides an unfair disadvantage to a group of authors, this may lead to lower
recognition in the field for this group of authors (discrimination, disparity of exposure,
misrepresentation). Consequently, this can lead to challenges for them in finding a job
posting in academia and a loss of revenue in the long term.
If a discipline is under-represented, this can lead to a knowledge gap for the user (reader)
of the system (disparity of exposure, misrepresentation). This knowledge gap can lead to
less-informed papers and potential rejection of the work.
If there is a systemic bias on the location or renown of an institution, this can lead to under-
recognition for these institutions (discrimination, disparity of exposure, misrepresentation),
thus stumping their growth, and harming their search for funding and students.
If articles from a publisher or group of publishers are under-recommended (discrimination,
disparity of exposure, misrepresentation), this can lead to a lower value for publications by
this publisher and consequently to fewer submissions to the journal, leading to diminishing
value for the publisher.

E-commerce

Online retailers provide users with easy access to products from all over the world. Online
marketplaces such as Amazon, Zalando, and Ali-Express serve many users with products
from various vendors. Thus, their recommender systems have an impact on the fairness
towards many stakeholders. In Fig. 3, we briefly overview the main concepts behind fairness
for the use case “e-commerce recommender systems”.

ConsequencesHow it harmsOn What BasisFor Who

Manufacturing
Shipping
Vendors

Consumers

Group Attributes

Location, Size

Age, Gender, Ethnicity, 
Income Level

Discrimination
Reinforcing Stereotype
Disparity of Exposure
Unfair Distribution of 
Utility

Under Representation
Loss of Home
Job Loss
Bankruptcy

E-​commerce Recommendation

Figure 3 Identifying the key points of fairness in e-commerce recommender systems.

We identify two main classes of actors from the selling and buying side: companies
involved in the production chain (manufacturer, vendor, shipping companies) and consumers.
Meaningful attributes for companies are size and country. For consumers, we can consider
gender, ethnicity, age group, and income level as relevant attributes.

Some specific concerns we would like to highlight are the following:
If the system is under-recommending items from a group of vendors (discrimination,
disparity of exposure, misrepresentation), this could lead to lower sales for these vendors.
This, in turn, is likely to lead to a loss in revenue for them.
If there is an unfair distribution of the manufacturing plants of recommended items, then
underrepresented manufacturing plants might lose revenue as the items they make are
not being sold as easily (discrimination, disparity of exposure, misrepresentation). This
could lead to job loss for the employees and even bankruptcy.
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If one user group is consequently recommended more expensive items (discrimination,
misrepresentation), this may lead to higher strains on their income; thus, introducing or
reinforcing a monetary gap with the other groups.
If recommendation quality is systemically lower for a group of users (unfair distribution
of utility, misrepresentation), this leads to lower utility for them.
If the recommender system consistently recommends stereotypical items to groups of
users, this can lead to reinforcing stereotypes. For example, girls might get recommended
books about princesses, while boys get books about knights.

4.2.3 Problem definition

As with any evaluation, for fairness, the problem to be evaluated has to be clearly defined [48].
In this regard, there are some specifics for fairness evaluation that we need to emphasize.
First and foremost, a state of “full” fairness does not exist. Many dimensions come into play
that might be considered unfair, but we can only know about it if we evaluate an RS on
those dimensions. Thus, fairness evaluation needs to target a specific fairness problem and
can only draw conclusions on this specific problem.

Depending on how we define the problem, a solution may be (un)fair with respect to
that specific definition but not to another. Before describing the different aspects involved in
defining the problem, it is important to highlight the connections and differences between
fairness and bias. In general, the term “bias” may be used to refer to multiple concepts.
[36] categorize biases as statistical or societal: 1) Statistical bias refers to the systematic
differences between data or outputs and the underlying observable world; and 2) societal
biases to the systematic differences between the observable world and the arguable ideal
world without any form of discrimination. We use bias to describe the objective deviation
or imbalance in a model, measure or data compared to an intended target, including both
sampling biases and measurement error. Therefore, we use the term “bias” to refer to a
specific property or characteristic of the system without making any inherently
normative judgment. On the other hand, we use “fairness” to discuss the normative
aspects of the system and its effects. Here, it is important to distinguish between the
technical fact and the moral, ethical, or legal concern in the interests of societies as well as
individuals.

Bias vs. fairness: Research on fairness in RSs can be of descriptive or normative nature,
which will particularly shape the interpretation phase in the evaluation process. In its
descriptive nature, the purpose of the evaluation of fairness aspects is to describe the current
state (is situation) of one or several recommendation approaches in its given context (e.g.,
domain, dataset, constraints, assumptions). In a normative take on fairness, there is a target
that should ideally be reached or approached (should-be situation). This may also include
that different intervention strategies are evaluated for their effectiveness and compared
accordingly (as, for instance, done in [24]). Note that there is not necessarily a specific target
distribution or target figure on a particular metric to be targeted; instead, the goal is often a
direction of how an intervention should compare to the is situation – thus “improvement” over
the situation before (e.g., smaller gender gap than before, higher exposure of the minority
group than before).

Context/Motivation: In the context of RSs, fairness-related harms arise when there is,
for instance, an unequal distribution of utility (e.g., harming a fraction of users with specific
probabilities). Accordingly, a fairness problem needs to be specified based on the specific
harms that arise. As with any research problem, the fairness problem needs to be motivated
based on prior research or real-life observations, underpinning the relevance of the harm. For



Christine Bauer, Alan Said, and Eva Zangerle 99

instance, [19] motivated the relevance of the investigated harm through previous research and
practices on author gender aspects in the book domain. [24] conducted interviews with artists
in the music domain to find out that this stakeholder group experiences particular harm
due to gender imbalance, which was then the basis for motivating their RS fairness research
on gender aspects (specifically, exposure of women) in this domain. When motivating and
defining a fairness problem, it is crucial to care about an appropriate problem; specifically, not
trivializing the problem into disrespect. Similarly, we need to be careful with “toy” problems:
Is the problem causing harm? Should we give priority to researching this specific problem? Is
it relevant in practice? Does it matter? In this regard, we need to contextualize the fairness
problem: On the one hand, context is needed to motivate the relevance of the problem in its
domain or more specific context (e.g., women and gender minorities are generally strongly
underrepresented in the music domain [29], which contextualizes why and how artist gender
fairness is addressed in this domain [24]). On the other hand, contextualization is needed for
results interpretation (see Section 4.2.5).

Multiple definitions: The fairness problem we are working on can be defined in multiple
ways. In the case of gender imbalance in music recommendation, female artists have less
exposure than male artists since they are shown lower in the ranking; but also, there are
fewer female artists recommended overall. Therefore, it is important to clearly define which
aspect(s) the work is addressing. In order to do this, it is essential to take into account the
context and motivation of the work: if the goal is to increase the consumption of female
artists in the long term, increasing the number of female artists recommended could not be
enough if they are consistently ranked lower than male artists [24]. Therefore, we need to
ensure that the metric we use to measure and optimize our algorithm aligns with the specific
dimension of fairness that we defined. For this, it is crucial to clearly define and document
the research question that we are trying to address.

The multiple definitions are related to the high complexity of the problem we are working
on. When defining the problem we want to address, we always need to make certain
assumptions. For example, in the case of gender fairness, an assumption that authors make
is that all artists in the dataset are annotated with a gender label [24]. This is an assumption
that, in the real world, will either bring some limitations or require practitioners to find a
way to operationalize that is out of scope in the proposed solution.

Multiple dimensions: The concept of multiple fairness dimensions means that there are
multiple active concerns in a given system: gender, religion, sexual orientation, etc. When
we define different groups of individuals that belong to more than one group, we need to
consider a combination of the groups. Addressing multiple dimensions of fairness makes the
problem more complex but also allows us to find issues that otherwise go unnoticed. For
example, in the case of music recommendation, when promoting female artists to reach a
more balanced consumption, it may happen that only female artists from Western countries
are exposed but not from the Global South. Therefore, in this case, considering the multiple
dimensions of fairness implies exposing, to some degree, female artists from both the Global
North and the Global South.

To summarize, the fairness problem definition needs specificity in many regards:
Specification of the harms/inequities that are being addressed; relevance and appropriate-
ness need to be motivated
Clear specifications of the fairness dimensions that are supposed to be addressed and
evaluated
Scoping and contextualization:

Clearly state the scope of the evaluation
Put the scope into context (different contextualization)
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Clearly explicate the assumptions
Define scope, i.e., showing the existence or magnitude of a fairness issue (descriptive),
investigating and evaluating fairness interventions
Is the point of interest causality or correlation?

When defining the problem, it is helpful to keep the main concepts behind fairness in
mind, as described in Section 4.2.1 (Fig. 1): Fairness “for who”, “on what basis”, “how it
harms”, and “consequences”.

4.2.4 Operationalization & Planning

Defining the problem is only the beginning: once the problem is defined, it needs to be
operationalized – i.e., translated into a specific evaluation design, including data set(s), method
of running the experiment(s), and evaluation metric(s) [44, 21]. This operationalization
process can result in qualitative, quantitative, or mixed-methods research designs.

This section briefly summarizes considerations for effectively operationalizing quantitat-
ive evaluations of recommender system fairness. We separate operationalization from the
definition process to facilitate clearer thinking about the relationship between the specific
measurements and the original social, ethical, policy, and technical goal(s). No one meas-
urement can fully capture everything of interest, particularly for a concept as complex and
multifaceted as fairness (even after defining a specific fairness problem), and it is vital to
recognize and document what is missing in the specific evaluation design and avoid the trap
of conflating the measurement with the original goal. [44], [21], and others provide further
reading on scoping.

An effective evaluation design for fairness will have at least the following properties:
It is well-matched to the particularities of the application and problem [21].
It can be effectively computed with data that is available (or obtainable) and of high
fidelity. In this regard, we emphasize that it is crucial to prioritize the suitability and
accuracy of data over mere availability because using readily available but inappropriate
(here: for this research unsuitable) data can result in undefined or erroneous outcomes –
particularly in the face of edge cases – and should, thus, be avoided [39].

4.2.4.1 Scope of measurement

Operationalization must begin with a clear scope of what is to be evaluated. This typically
needs to be the end-to-end system; because fairness does not necessarily compose [16], we
cannot assume that improving the fairness in some respect for one component of the system
will necessarily improve fairness of the system’s final output or impact. While it is vital to
study different stages and components (e.g., candidate selection [10] or embeddings [47]),
they cannot be studied only on their own; downstream impacts are crucial to understanding
their contributions to fairness in the system’s social impact.

The scope of measurement, therefore, consists of several aspects (some of which are
decided in earlier stages, such as problem definition; see Section 4.2.3):

What component(s) or intervention(s) are being evaluated? Some projects will
be purely descriptive, seeking to understand the fairness of a current system; others will
be incorporated into evaluations of changes proposed for other purposes (e.g., ensuring
a model intended to improve user modeling accuracy does not induce unfairness); and
still others are to evaluate the effectiveness of a fairness intervention. The scope of
measurement needs to be in line with the problem definition (Section 4.2.3) and specified
in more (fine-grained) detail.
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What system aspect(s) are to be evaluated? As noted above, this usually needs to
include fairness of the final system outputs or impacts, but it may also include targeted
measurements of other components. For example, an experiment on improving the fairness
of candidate selection in a multi-stage research paper recommender system should measure
both the fairness of the selected candidates, and the fairness of the final rankings, to assess
both (1) if the intervention is behaving as it is intended to (akin to a manipulation check
in other research designs) and (2) if it is having the desired effects on the surrounding
system.
What entity classes are to be considered? This flows from the selection of stake-
holders (see Section 4.4), but operationalization needs to produce a specific metric for
users, items, providers, or other entities in the data model; and further, the evaluator
must decide whether it is being computed over all entities of that class or a subset of the
data. The unit of analysis [44] and aggregation strategy are also important.

4.2.4.2 Inputs to evaluation

At a high level, there are two major computational and data inputs to an evaluation: the
system to be evaluated and the data to be used for that evaluation. The system is common
to all evaluation types, as is some of the data (consumption or feedback data, content, etc.).

Fairness evaluations often require additional data, particularly for group fairness, where
group membership data is required. There is a variety of sources for such data:

Integrate additional public data sets. For example, [19] combine three external data sources
with book consumption data to measure author gender fairness for book recommendations.
Obtain data from additional sources, such as data markets. Depending on the data source,
this may bring significant privacy, ethics, and legal questions.
Collect or produce data, e.g., by paying for expert data annotations and metadata
preparation.
Use background data available in the specific domain or related domains. Background
data, such as demographic information, social indicators, or historical trends, can be a
valuable source to fill gaps and enrich the context. Proper validation and alignment with
the primary data source are crucial to ensuring that the background data contributes
meaningfully.

Great care is needed to appropriately annotate data, particularly for ascribing potentially
sensitive identity characteristics to people. For example, the US Program for Cooperative
Cataloging has developed recommendations for discerning and recording authors’ gender
identities [8]. These recommendations disallow inference of gender identity from names or
photos, in favor of authors’ explicitly-stated identity (preferred) or inferences from pronouns
in official biographical material they approved (if the author describes themselves with the
pronoun “her”, for example, the guidelines allow that as evidence of a female gender identity).
Automated inference, while appealing computationally, has significant challenges in terms
of its accuracy and fairness as well as ethical and conceptual concerns about its reification
of specific ideas of gender and its (dis)respect for autonomy and right to self-identification
among the people identified [27, 37]. Each identity has a different set of considerations
(which may vary between cultures and regions, for example, in the different ways racial
categories function in different countries). However, a similar concern is required for any
categorization of people. There are also a range of privacy and regulatory concerns, in some
cases prohibiting data collection and in others requiring it [3].
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Once the data has been sourced, either internally or externally, operationalization further
depends on the nature and encoding of the data. Several key questions about group
membership or other fairness-related data attributes affect further design choices, including:

How complete is the data?
What biases are in the data? This can be biases in values, biases in errors (e.g., job
candidates of particular races are more likely to have erroneous labels), and biases in
selection (e.g., label-dependent selection bias [14], where certain label values are more
likely to be observed).
How many and what categories are in the data? E.g., does it only have binary gender, or
does it represent non-binary gender identities as well [37]?
How are entity categories represented? Are they discrete, or does the data represent
mixed, partial, or unknown membership?

4.2.4.3 Experiment design

The overall design of the experiment – data splitting, running systems, etc. – for fairness
evaluations is not significantly different from other evaluations for accuracy, diversity, novelty,
etc., except for the need to incorporate additional data for some fairness constructs. The
guidance elsewhere in this report, therefore, applies.

4.2.4.4 Choosing measurements

The actual specific measurements or objectives used to quantify fairness need to align clearly
with the problem, the nature of the constructs involved in the problem (e.g., effectiveness or
gender), and the practicalities of the data used to compute them.

For example, several metrics for both provider- and consumer-side fairness only operate
on discrete binary attributes in which membership is fully known and are therefore difficult
or impossible to apply to more realistic settings with multiple groups and unknown or partial
membership [39]. This is misaligned with the nature of the construct (many characteristics
are not binary), as well as the data practicalities (complete data is extremely rare). Metrics
for individual item fairness suffer from other limitations, e.g., they cannot be used to assess
systems in isolation but only for relative comparisons across systems [40, 41]

Some of the things that need to be considered for measurement selection include:
The metric should be a plausible approximation of the problem. This is the most critical
consideration because a metric that is computable but does likely not map to the problem
likely is not measuring the intended issue.
For group fairness, the number of groups and the nature of membership [39]. This affects
several things, including whether differences or ratios are appropriate, or whether a
different way to compare values is needed [23].
The nature of the impact or resource to be fairly allocated, such as whether it is
subtractible (allocation to one person comes at the expense of another) [17, 20]. Zero-sum
operationalizations of non-subtractible goods, such as consumer-side utility (one users’
good recommendations do not affect another users’ bad ones), induce competition where
it need not exist [21, 20]. [45] address this for consumer-side equity of utility by using
an positive-sum metric, the sum of the logs of the total utility for each group, that has
optimal reward gain from improving utility for the least-well-served group.
Metrics should deal in a clear and documented manner with missing data (feedback,
group annotations, or other data).
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Metrics and their aggregations should respond well to edge cases such as empty lists,
empty groups, etc.
Whether or not there is a specific target, and if so, what that target is, needs to be clearly
specified.
How fairness should relate to other concerns, such as utility, when appropriate. For ex-
ample, pursuing equal exposure for items, providers, or groups and exposure proportional
to (estimated) utility will yield different metrics [39, 7].

Further, metrics differ in their interpretability and scope of comparability: some can
measure fairness in a way that is comparable across data sets or target distributions. The
Gini coefficient, for example, is a data-independent measure of resource concentration, and
can be used to document that exposure is more heavily concentrated on a smaller set of
items in one system or data set than another. On the other hand, expected exposure loss [15]
cannot be directly interpreted and can only assess which of several systems better matches
the target distribution.

In some cases, it is not necessary to directly measure unfairness, depending on the
evaluation goals. Disaggregated evaluation [4, 22] – grouping entities by attribute and
computing metric separately for each group – is useful in its own right to assess whether
one group is getting greater benefit or harm than another, even without quantifying the
difference itself. Distributional evaluation [27] takes this further, looking at distributions
across individual entities or within entity groups (e.g., looking at the distribution of utility
for consumers of different genders).

4.2.4.5 Iterating on operationalization

Fairness evaluation is not a linear process that can proceed from definition to operational-
ization to further stages without detours or backtracking, but is often an iterative process.
The operationalization needs to be checked against the problem definition to ensure that it
accurately captures the construct of interest.

Also, this check should not be done solely by the research team. Following the idea
of member checking in qualitative research [9], it is helpful to return to the stakeholders
involved in the problem definition to engage them in assessing whether the proposed design
captures the concerns they articulated.

4.2.5 Analysis & interpretation

Once the problem is operationalized and the metric results are available, it is important
to dedicate substantial time to analyzing and interpreting these results. A core mantra
for analyzing results should be: “Think about it!”. The results will likely not provide an
“obvious” answer to the research question, and we should not assume that an improvement
in the metric(s) is enough for a successful experiment. Instead, it is important to get to the
meaning of the results and figure out what conclusion the results allow us to make. This
is the required basis to figure out how the results can be used to bring this message to the
reader (Section 4.2.6).

It has become common practice to perform Exploratory Data Analysis (EDA) to define
problems and operationalize them to gain deeper insight into the domain and data. Once
the results are in, doing Exploratory Result Analysis (ERA) is just as important because we
need to ensure we understand the results and draw the correct conclusions. We can only
form satisfying conclusions to the research problem with a deep analysis.

24211



104 24211 – Evaluation Perspectives of Recommender Systems

There is no set-in-stone way of doing analysis. As analysis is an open space, it is also a
creative and challenging effort. To provide a starting point, we highlight some questions we
could ask ourselves when analyzing results:

Do the results “make sense”? Given the hypothesis or experimental setup, do
the results match expectations regarding sign and magnitude? If they do not match
expectations, this should be a trigger to take a second look and figure out why they do
not match expectations. This could lead to interesting insights, new ideas, or finding
bugs in the data or code.
How should we interpret the metric(s)? Is the metric result easily interpretable, or
does it require additional effort to understand what a metric value means in the context
of this research? Can a particular metric value be interpreted on its own or does it have
to be put into relation with others? How can the metric be used to clarify our story?
What does the metric measure? A good practice is to consider what influences a
metric to interpret the results better; for instance, what changes in data could lead to
positive or negative changes in metric value. Is it possible to cheat the metric so that it
improves, though the cause is not favorable? For example, if the difference between two
groups in terms of utility is used as a metric, and it should be minimized, then a way to
cheat the metric is to reduce utility for the high-performing group and not improve the
low-performing group’s experience.
How do our assumptions impact our results? Which assumptions was the exper-
iment setup built upon, and how robust are our results to these assumptions? If we
changed some of the assumptions, would this change the results? If so, why does it make
sense to use the assumptions?

When analyzing, unexpected results will come up. It is valuable to think about these
surprises; even if they cannot be explained within the same work, reporting them is encouraged.
Reporting such surprising results may lay the ground for future work investigating these
phenomena in detail. As a final point, we want to highlight that although the supposed
tradeoff between fairness and utility is often claimed, there is not sufficient evidence to
conclude that it exists (for details, see [46]). Even if utility metrics may deteriorate slightly,
blaming it on a supposed tradeoff is not doing it justice. Further analysis is likely to show
how to improve utility without harming fairness so that we can reach systems that are both
fair and useful or improve in fairness without a utility loss. As such, it is also valuable for
fairness research to report the utility of the system and the impact of the intervention on
this utility. Plenty of evidence shows that utility can go up when the system is fairer.

4.2.6 Reporting & sharing

In this section, we highlight some aspects regarding reporting and sharing the scientific work
that is particular to fairness in recommender systems. First, it is key to describe and frame
the problem addressed in the work clearly, demonstrating why the problem is crucial to
address, which may already be a valuable contribution to the community (cf. Section 4.2.3).
It is important to note that this is often not about completely solving the fairness problem,
but rather about the outcome that is achieved and how it is achieved, e.g., under which
assumptions/hypothesis/constraints.

Data sharing: Part of reporting the work involves sharing the data and code used to
conduct the research. However, sharing the data in the case of fairness work requires a
thorough consideration of the potential harms that may imply and other ethical considerations.
For example, it is common to deal with sensitive data about individuals when doing research
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on topics with fairness. Therefore, sharing sensitive data should be avoided in such cases, but
it may be possible to do so upon request from other researchers if agreeing to non-disclosure
of such information. Allowing the work to be reproducible for others while not disseminating
sensitive data can be particularly challenging but is critical or better contributing to the
community. For example, when working with gender information, releasing such data may
harm some individuals. Also, specific annotation errors may occur (e.g., misgendering) that
would be harmful to the affected individual if public, while not affecting the statistical results
of the work. For such reasons, sharing the annotated data can be particularly undesired by
those individuals since it affects them and needs to be done with care and consideration.

Governance: Another consideration involves who will be responsible for the sensitive data
collected after the work is published. For example, it is common that a junior researcher
is the main person involved in the tasks of creating the required dataset and reporting the
results; in such a case, it should be clearly defined who will be the person of contact (who
will be in charge of providing this data) if the junior researcher is no longer part of the
institution or laboratory. Further, it is important to point out that in some edge cases –
that are not common in recommender systems research so far – the best can be not sharing
highly sensitive data; for example, if that puts the integrity of some individuals in danger.
In such cases, the availability of such data should be taken with utmost care, and it may be
appropriate even to delete such data when the research is concluded. Institutional review
boards provide guidance in this regard.

Communication: It is crucial to present fairness findings in a manner that is both
respectful and objective. For instance, it is more appropriate to describe the observed
disparities and then contextualize them within the broader societal or technical challenges
than resorting to language that could be perceived as accusatory or judgmental. Adopting a
serious and respectful tone fosters a more constructive dialogue. Hence, the report should aim
to move the conversation forward, emphasizing that the problem is not entirely solved and
highlighting the progress made. It is also important to mention that the previous suggestion
applies when writing scientific reports and also when reviewing them. As reviewers, we should
not expect that a single work entirely solves a problem; it may be enough to, for example,
make a formal definition of the problem that is trying to solve or present a possible solution
even if it is not perfect or reaches the maximum score of a given metric. It is essential to
recognize that fixing the problem completely is not the only challenge. When defining the
problem and proposing a solution, it is important to acknowledge that there may be multiple
reasonable choices and ensure that the proposed one aligns with the problem at hand.

Generally, we should avoid making claims that are not supported by evidence and always
highlight which specific results are used to draw a specific conclusion. It is crucial to avoid
over-claiming as an attempt to demonstrate the value of the work.

Document assumptions: The report should mention the assumptions made when defining
the problem. When we define the problem, we always make assumptions, and sometimes, the
decisions and hypotheses are taken by a different person, and we need to discover/understand
from analyzing the data. Part of operationalization (see Section 4.2.4) involves making these
assumptions and understanding others’ decisions.

In the report, it is advised to include a section that clearly states the limitations of the
work that come from those assumptions. Transparency over the limitations of a work is
always desired and should not be used by a reviewer as a way to criticize the work.

Thoughtful and Thorough Limitations: dedicate a section in the paper to clearly state
and report the limitations of the work that arise from the underlying assumptions and design
choices. A follow-up on the impact or implications of the achieved results helps to emphasize

24211



106 24211 – Evaluation Perspectives of Recommender Systems

the potential of the proposed method, increase transparency over the limitations of the work,
and open the room for future investigation. Thorough reporting on the limitations of the
work should not lead to reviewers underestimating the value of the work. Being explicit
about limitations provides avenues for future work and should be seen as a strength.

In summary:
State clearly that the goal is to move the conversation forward, not to entirely solve the
problem.
Avoid over-claiming your results; clearly state your contributions and their limitations.
Demonstrate that the problem you are solving is valuable. Avoid solving problems only
because the data to solve them is available, and be careful with top problems.
When sharing data, consider the sensitivity of the dataset and clearly state what decisions
you made with regard to the availability of this dataset. With sensitive data, there are
more reasons not to share data, even if this harms reproducibility.
Problem statement: Explain and ground the problem you are helping to solve.
Explanation and justification: explain how you ended up with your problem definition:
argument and justify your choices at every stage.
Be very clear about assumptions and discuss them in your evaluation.
Be considerate in the tone of communication: the problems we are tackling deserve a
serious and respectful tone and phrasing, and we should avoid being judgmental.
Do not assume that your choices are the only reasonable ones: for example, the “correct”
target does not exist or the “best” algorithm depends on the target.

4.2.7 Conclusion

Since fairness is a complex, nuanced, and context-dependent family of problems, the challenge
remains that simple definitions or overly-standardized evaluation approaches are unlikely to
be effective. The presented meta-practices shall give guidance on a meta-level. Still, fairness
researchers need to thoroughly explore the specific dimension(s) of fairness involved in their
targeted research problem and develop a suitable evaluation strategy.

Although we focus on quantitative analysis, this work could also extend to qualitative
analysis, particularly in planning and reporting. However, not all the operational aspects
discussed for quantitative analysis will be relevant to qualitative analysis.

Additionally, the examples discussed in our work could also be extended to other values,
such as environmental considerations. For instance, the principles and methods for evaluating
fairness could be adapted to assess recommender systems’ sustainability and environmental
impact. This adaptation would provide insights into how well these systems align with
ecological goals, identify potential tradeoffs, and ensure that environmental considerations
are integrated into their operations. Such an approach can help address broader social
responsibility issues and ethical impact more comprehensively.
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4.3.1 Introduction

To date, there have been a large number of papers written on challenges and best practices
for evaluating recommender systems [6, 9, 13, 17, 18, 36, 38, 24, 36, 48]. Still, papers written
and published today often fall short of embracing the practices suggested in prior works.
Hence, we aim to suggest practical methods for the recommender systems community to
guide researchers toward embracing such practices. We suggest concrete tools that can be
immediately implemented in prominent recommendation system research venues such as
ACM RecSys and ACM TORS.

We believe that the research community, as a whole, largely agrees on many of the
practices that should be embraced. However, it is often the case that individuals are unaware
of the many challenges of rigorous evaluation. In addition, adopting these practices often
comes at a significant cost in terms of the invested effort and required time. Hence, it
may be tempting for researchers not to prioritize such issues when preparing their work for
publication.

An example from a methodological perspective based on surveying the literature shows
that authors sometimes tune their models on test data, or do not report on how they tuned
the hyperparameters of the baselines [38, 41]. Often, we find that certain aspects of the
experimental design, e.g., regarding baselines, datasets, or metrics, are not justified beyond
the fact others have adopted the same design in previous work. Combined, these aspects
may lead to a certain stagnation in our field, as discussed already a decade ago [24, 17, 71].
Similar discussion has been ongoing more recently, e.g., [13, 18, 33].

https://creativecommons.org/licenses/by/4.0/
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We chose here to focus on the scope of offline evaluation, identifying problems and best
practices for this type of evaluation. While recommender systems are not only evaluated
offline, this evaluation still represents a significant part of many recommender system papers.
Furthermore, we limited the scope to only offline evaluation to provide concrete focused tools
that can be implemented immediately. We believe the same ideas and goals that guided us
throughout this report can later be extended to encompass other evaluation processes, such
as user studies, A/B testing, and more.

The rest of this section is organized as follows. After discussing previous works in
Section 4.3.2, we outline the main challenges regarding recommender systems evaluation
concerning reproducibility and methodology in Section 4.3.3. Section 4.3.4 then contains
specific guidelines in the form of key questions in this context to be answered by paper authors
and/or reviewers when preparing or reviewing a paper. Furthermore, this section provides
recommendations for editors and program chairs regarding the possible implementation of
these measures and potential risks.

4.3.2 Related Work

While the recommender systems research area is increasing rapidly in terms of research
publications, there are currently no clear, agreed-upon, and widely adopted guidelines for
critical aspects of empirical evaluation. This section provides a brief overview of work in
recommender systems that analyzes, reflects, and criticizes the literature concerning empirical
evaluation. It links the problems in the recommender systems community to other fields that
experience similar problems. Finally, it presents potential solutions based on communities
that have undergone similar challenges and converged on a set of guidelines that the entire
community follows.

Despite the continuously increasing popularity of the recommender systems research field
and the demonstrated good performance of recent recommender systems, there is a notable
lack of standardized criteria or methods for evaluating their performance. The work by [35]
represents one recent example that highlights this as a problem.

Among the existing approaches towards some form of standardization, researchers and
practitioners in the field have previously proposed using different evaluation frameworks.
Software frameworks often implement a particular evaluation protocol and support specific
metrics, promoting a set of standards. Examples of these are Elliot [1], LensKit [15],
RecBole [45], and RecPack [27] to name a few. On the other hand, there are also conceptual
frameworks such as FEVR [48] and the replicable recommendation process presented by [10].
However, as different frameworks and packages use different protocols for the various steps
in the preprocessing-recommendation-evaluation pipeline, they remain somewhat limited in
their capability to help the community converge on an agreed-upon set of guidelines.

Beyond the realm of recommender systems, research in machine learning, in general, has
previously been criticized, specifically pointing out that the field is undergoing a “repro-
ducibility and replication” crisis to the extent that parts of the community are suggesting
that research results and claims cannot be taken at face value [22]. The field of information
retrieval has seen similar experiences for extended periods of time suggesting, e.g., that
reported improvements are not reflecting actual improvements [2], and optimization based
solely on aggregated measurements can potentially lead to misleading and unreliable outcomes
[46]. These insights are not unique to applied fields such as recommendation and retrieval.
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In evidence synthesis8, similar insights have been identified, specifically pointing out how the
validity and reproducibility of meta-analyses are affected by poorly documented and biased
data collection [25].

Turning our attention again to recommender systems, reproducibility research in this area
has surfaced over the years as an increasingly more important aspect, specifically highlighted
by influential papers. For example, [19, 18] point out that much of the improvements
reported for certain algorithmic approaches were rather “phantom progress” than actual.
Also, [71] show that design choices in implementing algorithms and evaluation methods in
widely used software packages for recommendation lead to large differences in performance
between frameworks even when using identical datasets, settings, and evaluation strategies.
[6] showed that identical algorithms performed vastly differently on relatively similar news
platforms. More recently, [38] identified that hyperparameter tuning (or lack thereof) can
lead to inaccurate comparisons between introduced state of the art methods and widely-used
baselines.

The research communities attempted to address these challenges through the frameworks
discussed above and through initiatives that are supposed to help foster reproducibility and
transparency in evaluation. Examples of these include the Reproducibility track introduced at
ACM RecSys in 20209 with similar initiatives having been established at related conferences.
Another example includes the submission type “Registered Reports” in ACM TORS10.

In information retrieval, a recent example of guidelines addressing the above-mentioned
issues includes a checklist to “strengthen an IR paper” [39], which was published for the
SIGIR 2022 conference. The checklist is split into two parts. One part covers the presentation
and writing of a manuscript. It contains seven bullet points, which are mostly framed at a
high level (“The results are presented effectively in the appropriate format”). The second
part addresses the experimental design with six bullet points, also at a high level (“The
experimental results are reliable and generalizable”). Similarly, the SIGIR-AP conference
provides its authors with guidelines [40]. However, these may appear to be rather short and
high-level. For instance, the guidelines specify that “The experimental design and its scale
[should be] appropriate to the problem”. How an appropriate experimental design actually
might look is not detailed.

Perhaps the most related work to ours is the best practice guidelines and checklists from
the machine learning community. Premier machine-learning conferences such as NeurIPS
introduced guidelines and checklists a few years ago [12, 28] and continue to use them
today [31]. NeurIPS 2024 provides a 15-item checklist with guidelines [31]. The checklist is
incorporated into the LaTeX paper submission (Fig. 4) template [30]. Authors must answer
and submit the checklist along with their manuscript; otherwise, their submission will be
desk-rejected. These questions relate to various aspects of the work, including the validity of
claims, reproducibility, open access, and ethical considerations. Authors may answer with
“yes”, “no” or “n/a” and can provide one or two sentences of justification. The questions are
more specific than those of the SIGIR conference. For instance, concerning experimental
design, one question reads: “Does the paper specify all the training and test details (e.g.,
data splits, hyperparameters, how they were chosen, type of optimizer, etc.) necessary to
understand the results?”.

8 Evidences synthesis “refers to the process of bringing together information from a range of sources
and disciplines to inform debates and decisions on specific issues.”, https://royalsociety.org/
news-resources/projects/evidence-synthesis/

9 https://recsys.acm.org/recsys20/call/#content-tab-1-1-tab
10 https://dl.acm.org/journal/tors/author-guidelines
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Figure 4 Screenshot of the AutoML conference submission checklist [3]. The list is published
under CC-BY 4.0 license.

NeurIPS is experimenting with large language models to provide an assistant that supports
authors with the checklist [32]. NeurIPS also “strongly encourages” [29] authors to submit
their code and data and follow the guidelines set forth by the “Papers with Code” platform
[44]. These code submission guidelines provide a code template for installing, training, and
evaluating machine learning models and a template for downloading pre-trained models [44].
Besides NeurIPS, other conferences such as MICCAI adopted the code template as well [26].
Furthermore, the NeurIPS checklist [28] was also adopted by other conferences, including
ICML [23].

To our knowledge, the most comprehensive list of guidelines is the AutoML conference
submission checklist [3]. Like NeurIPS, the checklist is directly incorporated into the
manuscript template, and authors must submit the checklist as an appendix. Answers to
28 questions have to be given, commonly with the options “yes”, “no” and “n/a”. A short
justification or reference is required for every answer; see Fig. 4 for a screenshot. For instance,
for the question “Did you include the license for the code and dataset?”, an author may
answer with “yes” and refer to details in the paper, e.g., by writing “See Section 7 in the
manuscript”. The questions used in the context of the AutoML conference are more specific
than those of NeurIPS.

4.3.3 Addressed Problem Areas

We focus on two main areas that may hamper progress in our field [13]: (a) reproducibility
and (b) problematic practices in terms of evaluation methodology.

4.3.3.1 Reproducibility – Purpose and Definition

Reproducibility refers to the ability to achieve the same findings as the original researchers
utilizing existing data from a prior study [20]. In other words, reproducibility describes
the minimum necessary information to re-implement, re-execute, repeat, and replicate
experiments to verify the findings described in a scientific study [11, 20, 36].

While different and partially incompatible definitions of reproducibility and related
concepts exist, in computer science, reproducibility often implies that experiments, including
data processing steps, can be accurately repeated to produce the same results. This typically
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involves making code and data publicly accessible and providing detailed documentation
of computational methods and algorithms. This section adopts this notion as a working
definition of reproducibility.

Generally, reproducibility in recommender systems research is essential, as it allows
researchers to ensure that others can (a) verify previously published results and (b) make
sure that their algorithmic contributions truly help to advance state of the art.

To shed light on our concerns, we list several issues often observed in papers concerning
reproducibility. First and foremost, while we observed a positive development over the
past decade, many researchers and practitioners still do not publish their algorithmic
implementation. While Intellectual Property (IP) rights issues may pose a challenge in some
cases, it is still important that the implementations are made available to others.

However, publishing the proposed model or method implementation is not enough. For
reproducibility, the code for the entire evaluation pipeline is required, starting with loading
the data and ending with results. When doing so, one should focus on the proposed model
and the implementation and training of the used baselines. Specifically, tuning the baselines,
i.e., how the hyperparameters were determined, should be made public.

4.3.3.2 Evaluation Methodology – Purpose and Definition

Scientific evaluation is a systematic approach used to assess the validity of a hypothesis.
Evaluation methodology outlines the proper conduct of scientific evaluation [14]. The
evaluation methodology is typically characterized by a concrete set of steps to ensure rigorous
scientific standards set by the community. It is driven by the underlying hypothesis or
research questions to ensure that assessments and conclusions drawn from the empirical
results are scientifically sound [34]. For a given research problem, researchers commonly
make decisions in their evaluation methodology that are inspired and justified by previous
research.

The evaluation methodology in offline experiments for recommender system research
typically details the collection and preprocessing of data, the chosen baselines, the learning
and optimization strategy, the metrics used to compare methods, and the method used to
analyze the results.

The evaluation methodology is critical in scientific work because it allows researchers
to create an evaluation process that others can validate and reuse for similar research. An
extensive description of the evaluation methodology is also essential for the peer-reviewing
process. It allows reviewers and other researchers to critically assess the validity of the results
obtained to confirm or refute a hypothesis. The peer-reviewing process should thus ensure
that the evaluation methodology in a research paper is rigorous and follows the community’s
consensus.

In the following, we identify a few common problematic recommender systems evaluation
methodology practices that our guidelines intend to remedy. First, we find that researchers
often provide little or no justifications for certain choices of their research methodology.
Researchers often justify certain decisions by arguing that the decision is common practice
or that another group of researchers did it. Adopting methodological choices from previous
works can be beneficial, making research more comparable. However, such a justification
may often not be scientific or complete, e.g., when the the common practice had no proper
justification either.

Second, we note that data leakage is a common problem in evaluation methods that may
be unseen by just reading the evaluation methodology. Data leakage refers to using the test
split or knowledge about the test split in the training process [21].
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Finally, while hyperparameter optimization is a standard procedure in recommender
systems research, the configurations are often not shared or are incomplete. However, it has
been shown [38] that the performance difference between configurations can be significant
and change the ranking of algorithms. This is especially problematic in research that
claims to improve over the state-of-the-art but provides incomplete hyperparameter tuning
specifications for baseline algorithms.

4.3.4 Proposed Measures

This section outlines two catalogs of questions regarding reproducibility and experimental
choices. These questions should serve as a basis for implementing concrete measures for
relevant publications outlets, e.g., author guidelines, author self-assessment forms, reviewer
guidelines, or extended paper review forms. Further questions may be added depending
on the chosen purpose and implementation, while others might be left out. If some of the
questions are unanswered, the authors should have a good justification for why they are
irrelevant to their research project. In any case, the paper should contain answers to all the
relevant questions within the text below.

We formulate these lists as high-level questions, followed by a list of issues one must
consider when answering these questions. We also make the questions available as a
LATEXtemplate 11.

4.3.4.1 Author and Reviewer Checklist: Reproducibility

We organize the proposed questions on reproducibility (and their corresponding explanations)
in the following groups.
1. Code-related Aspects: Is the code of the full experimental pipeline publicly available?

Sharing all artifacts needed or used to obtain the numerical results reported in a paper is
essential for reproducibility. Appropriate documentation must also be provided so other
researchers can re-execute the experiments. If possible, an execution-ready environment,
e.g., in terms of a Docker container, should be made available.
1.1. Code of proposed algorithm/framework/method/model
1.2. Code of all baselines
1.3. Code for preprocessing and postprocessing
1.4. Code for hyperparameter tuning
1.5. Code for execution (training and testing)
1.6. Code for statistical analysis
1.7. Documentation and installation/execution instructions

2. Data-related Aspects: Is all relevant data publicly available?
Reproducibility is only possible if the data used as input to the models and the results are
publicly available. It may be insufficient to provide pointers only to previously published
datasets, e.g., because preprocessing steps have been applied or publicly shared datasets
are sometimes updated.
2.1. Original datasets
2.2. Preprocessed datasets
2.3. Train/validation/test splits
2.4. Results (outcomes of measurements)
2.5. Trained models

11 https://code.recommender-systems.com/Dagstuhl-24211-Checklist
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3. Configuration Aspects: Are all relevant configuration parameters reported?
Besides code and data, the specifics of the execution of the experiment must be documented.
This concerns how the models were tuned, the execution environment, and its configuration.
3.1. Hyperparameter search strategy, search space and search time for all models
3.2. Optimal hyperparameters per dataset and model
3.3. Train-test splitting configurations
3.4. Random seeds
3.5. Required external libraries and their versions
3.6. Used hardware (configuration)

4. Experiment specific aspects and other questions
Depending on the specifics of the experiment, information about various other aspects
should be provided. These questions should help better to gauge the level of reproducibility
of the experiment. Further, these questions may serve as a place for researchers to justify
certain technical choices.
4.1. Has an existing evaluation framework been used? If not, why not?
4.2. Is “one-click” reproducibility supported?
4.3. Are any instructions provided to reproduce (at least parts of) the experiment with

limited hardware resources?
4.4. Is an expected runtime to reproduce the results provided?

4.3.4.2 Author and Reviewer Checklist: Methodology

For a mature research community, embracing the evaluation procedure used in previous papers
can be considered good practice. However, we must acknowledge that several unjustified
protocols, e.g., leave-one-out, have taken root in the recommender system community. Hence,
justifying a research protocol only by saying it was used in previous papers is perhaps
unreasonable.

1. Research Questions and Hypothesis: Are the research questions and hypotheses expressed
clearly and matching the method and the results?
The research question should guide the development of the evaluation process. Therefore, it
should be clearly stated, and the authors’ choices throughout the method should correspond
with the research question and conclusions.
1.1. The research question is clearly stated.
1.2. The hypothesis is derived from the research question.
1.3. The experimental design is suited to address the stated research questions.
1.4. The conclusion is based on the research question and the experimental design.

2. Baselines: Are baselines selected and tuned to ensure appropriate comparisons?
While one should always compare to the latest best method for the particular task, it is also
important to compare against earlier and probably simpler baselines to show the advantage
of using the new, more complicated method.
2.1. The chosen baselines are appropriate to the hypothesis and research question.
2.2. One of the baselines is successful, e.g., state-of-the-art, for the given task.
2.3. At least one simple baseline, e.g., kNN, popularity, or random, is included.
2.4. The baselines are tuned. One must invest sufficient effort in properly training the

baselines.
2.5. There needs to be clarity about whether the baselines were rerun or whether the

results were taken from a previous paper.
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3. Evaluation Metrics: Is the chosen evaluation metric appropriate to answer the research
question?
Choosing the appropriate evaluation metric for the task is critical. Reporting a large
number of unrelated metrics is not good practice.
3.1. The selected metrics are derived from the hypothesis, e.g., RMSE for rating prediction

or precision@N for top-N recommendation.
3.2. The reported metrics are not redundant, e.g., RMSE and MAE or DCG and NDCG.
3.3. Tradeoffs between the metrics are explained and evaluated.

4. Data collection: Is the data collection process reasonable and well explained?
This is appropriate when a new dataset is presented. This dataset may be collected from
an already running system or using a particular user study.
4.1. The data collection process is clear.
4.2. The study participants’ recruitment, introduction, and participation incentives are

explained.
4.3. Biases that exist in the data or arise from the data collection process are explained.
4.4. The used datasets are publicly available.

5. Datasets: Are the chosen datasets appropriate for the task?
In offline evaluation, choosing appropriate datasets is highly important. Using a diverse
set of datasets supports claims for generalization. In cases where a particular domain is
targeted, the datasets must be focused on the task.
5.1. The chosen datasets are appropriate to the task at hand.
5.2. It should be clear whether the datasets were chosen to demonstrate generalization.
5.3. In the generalization case, it is desirable to experiment with a sufficient number of

datasets.
5.4. If showing the general applicability of a model is the goal, a diverse set of datasets is

used.
5.5. The origins of public datasets are specified.

6. Data preprocessing: Is the data preprocessing well justified and explained?
It is often the case that researchers preprocess, prune, and filter the original dataset
before training and testing. In general, preprocessing should be discouraged, especially
the dataset’s filtering and pruning. Such preprocessing should be kept to a minimum and
should be well explained.
6.1. If users or items were pruned from the dataset, the pruning is well justified.
6.2. When pruning is done because the evaluated method works better on a subset of the

data, this is made clear.
6.3. : This process is clearly explained and justified if the data was converted, e.g., from

numeric ratings to binary like/dislike.
7. Data-splitting: Does the train-test split fit the structure of the dataset and the task?

Most machine learning methods require a training phase. It is, hence, standard practice to
split the data into training and test sets, where the test set is used only once to evaluate
the algorithm once the training phase is done. The train-test split is designed to simulate
the behavior at run time, when the system is aware of all information to date and must
make future recommendations. Hence, the split procedure should correspond to the task at
hand.
7.1. Typically, user-item interactions are split on time, where the training data contains

the earlier interactions, and the test data contains the newer ones. When other types
of splits are used, this is justified.

7.2. All algorithms are run on the same train-test split.
7.3. Cross-validation is applied when possible.
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8. Hyperparameter Optimization (HPO): Is the hyperparameter optimization procedure
justified and appropriate for the task?
For many machine learning methods, it is well known that HPO is a critical factor for
performance. ML algorithms may underperform significantly when their parameters are
not tuned to the dataset. Using an organized HPO process for all evaluated algorithms is
highly important.
8.1. The optimization strategy is clearly stated.
8.2. The hyperparameter configuration space (parameter range) is sufficiently large and

clearly defined.
8.3. The optimization time or number of tested configurations is clearly stated.
8.4. It is stated in case some algorithms are optimized differently.

9. Experiment execution: Was the experiment executed such that the comparison results
are fair and statistically sound?
When running the experiments, all algorithms should receive equal treatment. Statistical
significance should be computed to test the likelihood that the observed differences between
the algorithms are real.
9.1. The boundaries between train and test data are respected (i.e., test data not used

for checking convergence).
9.2. There is equal treatment of all compared algorithms (with respect, e.g., to HPO,

runtime, hardware).
9.3. The statistical significance testing method is appropriate for the task.
9.4. The p-values are properly computed and reported.
9.5. Confidence intervals are provided whenever possible.
9.6. The hardware used in the experiment (e.g., memory, processor speed, GPU) is

properly described.
10. Sensitivity analysis: Did the authors conduct and report a sensitivity analysis concerning

the method parameters and the dataset properties?
Many algorithms have some parameters that must be tuned. It is important to analyze
how different values for these parameters influence the performance. In many cases, an
algorithm may also be sensitive to the dataset’s properties (e.g., sparsity).
10.1. The method is executed with different parameter values.
10.2. The values of all parameters are fixed except for the tested one.
10.3. The effect of the parameters on the method is reported and discussed.
10.4. If there are trade-offs between the parameters, they are made clear.
10.5. Sensitivity to dataset parameters is done similarly to the method parameters.

4.3.4.3 Practical Implementation Suggestions

In this section, we provide several concrete suggestions that could be immediately implemented
by the ACM RecSys program chairs, the ACM TORS12 editorial board, and the chairs and
editors of related publications venues.

Author Checklist. We suggest choosing some of the questions above to create an author
checklist that must be submitted alongside the paper. The checklist could be similar to the
NeurIPS [31] and AutoML checklists [3], where authors answer the questions with [Yes], [No]
or [N/A], and provide an explanation. For example, a question may be “Have you used a
diverse set of datasets?” and the author may answer “No, because this paper is about a
particular recommendation domain and does not naturally generalize to other problems.”

12 https://dl.acm.org/journal/tors/

https://dl.acm.org/journal/tors/
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In some conferences and journals, when a paper is accepted for publication, this checklist
is published alongside the paper as an appendix, allowing readers to understand the rationale
behind the authors’ choices when designing their experiments. Both RecSys and TORS can
embrace this suggestion. We believe that once authors know that they must explain their
choices, they will make more informed choices.

Reviewer questions. In most conferences, the reviewers must answer closed questions
alongside their free-text review. For example, reviewers are often asked to rate the novelty
or significance of the work. We suggest adding several such closed questions concerning the
evaluation procedure.

For example, such a question may be: “Is the choice of baseline methods appropriate
(e.g., did they compare to basic methods, did they compare against recent methods, did they
invest a reasonable effort into optimizing the baselines)?”. The answer can be numeric or on
a scale from 1-5, allowing for some flexibility.

We believe that once the reviewers are forced to answer these questions, this may also
reflect on their final acceptance score. For example, if a reviewer sees that a paper has
followed the best practices implied by these questions, it will strengthen the paper’s chance
of getting accepted, and vice versa. There may certainly be concerns that adding too many
questions may cause the reviewers to avoid writing detailed reviews. Hence, we suggest
restricting the number of questions to three to five items related to the empirical evaluation.

Outstanding Methodology Research Papers. ACM RecSys, like other conferences, has
the best paper award and best student paper award. We suggest adding, alongside these
awards, an “outstanding evaluation practices paper” award, whose evaluation would be
centred around the questions detailed above. Similarly, journals like ACM TORS could
implement such an award.

This award would be geared towards papers that conducted a particular empirical
evaluation that goes beyond the standard best practices. For example, these papers may have
an impressive comparison with many baselines over many datasets or suggest a new, well-
motivated experimental design. As with other awards, the reviewers can propose candidate
papers for this category, and then a committee will choose outstanding papers. The award
will be given at the conference award ceremony.

Best-Practice Methodology Paper Track. We suggest adding a new track to ACM RecSys,
inviting authors to submit papers that describe, rather than a new algorithmic innovation
or a new domain for recommender system, a description of an evaluation methodology. For
example, such a paper can review best practices in a particular sub-area, such as how one
should evaluate multistakeholder recommendation algorithms. Alternatively, such a paper
can suggest a novel method for conducting a particular experiment in a specific domain.

4.3.5 Conclusion

Today, researchers use a variety of ways to evaluate recommendation algorithms, making it
difficult to assess the progress made in our field. This problem is aggravated by a certain lack
of reproducibility of published research. One way to address this problem is to provide detailed
guidelines for authors and reviewers regarding questions of methodology and reproducibility.
We find that such guidelines are becoming increasingly used by conferences in the broader
field of machine learning.
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In this section, we propose a specific set of guidelines for recommender systems research,
which conference program chairs and journal editors can rely on when implementing measures
to improve the scientific rigor of research published in our field. In future works, we believe
there is great potential in looking into domains beyond computer science to learn how
guidelines are designed to be effective, e.g., in the medical domain [5].
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Multistakeholder recommender systems are defined by [1] as those that account for “the
preferences of multiple parties when generating recommendations, especially when these
parties are on different sides of the recommendation interaction.” Due to their complexity,
evaluating these systems cannot be restricted to the overall utility of a single stakeholder, as
is often the case of more mainstream recommender system applications.

In this section, we focus our discussion on the intricacies involved in understanding
what is the “right” construct required to ensure the proper evaluation of multistakeholder
recommender systems. We bring attention to the different aspects involved in the evaluation
of multistakeholder recommender systems – from the range of stakeholders involved (beyond
producers and consumers) to the values and specific goals of each relevant stakeholder.
Additionally, we discuss how to move from theoretical evaluation to practical implementation,
providing specific use case examples. Finally, we outline open research directions for the
RecSys community to explore. Our aim in this section is to provide guidance to researchers
and practitioners about how to think about these complex and domain-dependent issues
in the course of designing, developing, and researching applications with multistakeholder
aspects.

4.4.1 Introduction

To develop a holistic view of a recommender system’s operation, it is often important to
consider the impact of the system beyond just the primary users who receive recommendations
– although the perspectives of such users will always be important in a personalized system.
Expanding the frame of evaluation to include other parties, as well as the ecosystem in
which the system is deployed, leads us to a multistakeholder view of recommender system
evaluation as defined in [1]:

A multistakeholder evaluation is one in which the quality of recommendations is
assessed across multiple groups of stakeholders...

In this section, we provide an overview of the types of recommendation stakeholders that
can be considered in conducting such evaluations, a discussion of the considerations and
values that enter into developing measures that capture outcomes of interest for a diversity
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of stakeholders, an outline of a methodology for developing and applying multistakeholder
evaluation, and three examples of different multistakeholder scenarios including derivations
of evaluation metrics for different stakeholder groups in these different scenarios.

The variety of possible stakeholder orientations is suggested in Fig. 5 and defined here,
using the terminology from [2, 1]:

Recommendation consumers are the traditional recommender system users to whom
recommendations are delivered and to which typical forms of recommender system
evaluation are oriented.
Item providers form the general class of individuals or entities who create or otherwise
stand to benefit from items being recommended.
Upstream stakeholders are those potentially impacted by the recommender system but
not direct contributors of items. For example, in a music streaming recommender, the
songwriter may receive royalties based on streams that are played. Still, it is the musical
artist’s performance of the song that is the item being recommended and listened to.
Downstream stakeholders are those who are impacted by choices that recommendation
consumers make, by interacting with chosen items or being impacted by the use or
consumption of recommended items. For example, in a recommender system that
suggests children’s books to teachers, the children who ultimately get the books (and
their parents) are downstream stakeholders from teachers who use the system [14, 16].
The system stakeholder is intended to stand in for the organization creating and operating
the recommendation platform itself. This group may have a variety of values, including,
but not limited to, economic ones that are not necessarily shared by the consumers or
providers.
The third-party stakeholders are those individuals or groups who do not have direct
interaction with the system that nonetheless have an interest or are impacted by its oper-
ation. For example, in an area such as job recommendation, government agencies charged
with ensuring non-discrimination in hiring practices may be considered stakeholders whose
requirements are legally binding on the platform operator.

Provider Platform Consumer
Upstream 

stakeholder(s)

System 
stakeholder(s)

Downstream 
stakeholder(s)

Third-party 
stakeholder(s)

Figure 5 A multistakeholder view of a recommendation ecosystem.

The vast majority of recommender systems research focuses its evaluation only on the
perspective of recommendation consumers. However, in most applications, a large number
of stakeholders are involved in the upstream and downstream parts of the provisioning,
recommending, and consumption process. We illustrate this complexity here with the
example of a (hypothetical) music streaming application – additional examples from other
application areas are described in Section 4.4.4.
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Fig. 6 shows the different stakeholders involved in the process, with songwriters, artists,
and label companies on the content production and provisioning side. The platform (recom-
mender system) plays the role of mediating between upstream and downstream stakeholders.
On the downstream side, consumers are the first-line stakeholders, but possibly also groups
of users may be affected by the recommendations.

Stakeholders pursue specific goals that are driven by values. While values are generic
concepts and may apply across a wide range of applications, goals can be considered as
intermediate-level objectives that are operationalizations of, for example, a generic human-
or business-centric value. Each goal can be assessed by different measures, which may be
captured using a variety of concrete measurement methods and metrics [15]. Obviously, the
goals of different stakeholders may compete with each other, creating the need to balance
stakeholder goals in the recommendation process. In the music streaming example, sample
goals and measures are given in Table 2. Conflicting goals in this example may be that system
operators want to increase monetary benefit by preferring popular artists and songs which
might negatively affect the visibility of long-tail artists who want to build an audience13.

Streaming 
platform

Listeners

UPSTREAM STAKEHOLDERS

PROVIDER CONSUMER DOWNSTREAM STAKEHOLDERS

User groups

Artists

Songwriters

Music label

System 
developers

SYSTEM STAKEHOLDERS

PLATFORM

Figure 6 Stakeholder relations for the music streaming example.

Table 2 Sample stakeholder goals and measures for the music example.

Upstream Provider System Consumer Downstream
Stakeholder Artist / Songwriter Music Label Streaming Service Listener User Groups

Goals
Monetary reward,
Reputation and
recognition

Monetary reward,
Market development,
Product planning

Monetary reward,
Customer loyalty

Enjoyment, Well-being,
Personal development

Enjoyment, Social
bonding

Measures

Revenue, Royalty,
Exposure, User
feedback, Playlist
inclusion

Revenue, Exposure,
Consumption trends,
User feedback

Revenue, Customer
retention, User
feedback

Ratings, Reviews,
Music knowledge,
Sharing

Ratings, Reviews,
Sharing behavior

Multistakeholder evaluation of recommender systems presents additional challenges:
Application specificity: As our examples below make clear, different recommendation
applications have different stakeholder configurations and different types of benefits of
utility that stakeholders may gain.
Access to data: Typical recommendation datasets have little to no information about
non-consumer stakeholders, so it is difficult to understand what are realistic calculations
of, for example, revenue distribution among item providers.
Context specificity: Different legal regimes and cultural differences may impose different
regulatory requirements on recommender systems, and it is therefore difficult to formulate
constraints from third-party stakeholders in a general way.

13We stress that all examples in this discussion are hypothetical and may or may not represent actual
stakeholder configurations or goals. For additional perspectives on multi-objective recommendation in
music recommendation, see [57].

24211



126 24211 – Evaluation Perspectives of Recommender Systems

Institutional sensitivity: There is a strong tradition in research and writing about
recommender systems to emphasize the primacy of consumer-side outcomes. This is evid-
ent in interface language: “Recommended for you” and similar labels. Recommendation
platforms are often reluctant to publicize or discuss multistakeholder aspects of their
systems, even though incorporating such considerations is standard practice.14

Adversarial aspects: Recommendation platforms may actively discourage providers
especially from acquiring knowledge about the platform that might enable strategic
activity: for example, misrepresenting their items to gain algorithmic favor. There is
no doubt that providers are sometimes incentivized to do this, as the history of search
engine spam attests.

4.4.2 Values

[41] state that, ideally, recommender systems would “create value in parallel for all involved
stakeholders”. At the same time, it is unavoidable for competing goals to arise, since direct
and indirect stakeholders, including the system itself, may have their own perspectives. In
this case, to evaluate the “value” created for those involved, we argue that it is imperative to
go back to a fundamental and normative question and one that is rarely asked according to
[25]: “What is a good recommendation (in a given context)?”

To answer this complex question, we posit that one first must look into the values each
stakeholder aims for in this multistakeholder process. The concept of “value” has been
discussed in the literature from multiple perspectives [35, 55, 1, 9, 54, 21, 39]. Perhaps the
most prominent are those referring to the business side of the equation (provider-centered)
or the user side (consumer-centered), i.e., the utility of the ultimate consumer. From a more
human perspective, values concerning individuals directly or indirectly served by recommender
systems and those with societal implications have also been discussed. However, as seen in
various practical applications of multistakeholder recommendation tasks, this concept can
often be open to multiple interpretations.

In the context of this work, we refer to “value” as the standard (or even set of standards)
a stakeholder expects or imposes on the recommendation process. These values must be
considered when evaluating the “goodness” not just of a recommendation itself, but of the
stakeholders that are part of the entire process within the specific contexts and domains in
which the recommender systems are deployed.

In the rest of this section, we review seminal literature that provides background on
the concept of “value” from different perspectives and its connection to recommender
systems. Along the way, highlight the most common values to consider (in-tandem) evaluating
multistakeholder recommendation tasks. It is worth noting that the values we mention are
not meant as an exhaustive list. Instead, they serve as a starting point to encourage reflection
among researchers and (industry) practitioners to move beyond the more typical “producer”
versus “consumer” perspectives and consider the myriad of factors to (simultaneously) account
for when evaluating multistakeholder recommender systems.

14 Buried at the bottom of its page on recommendations (https://www.spotify.com/us/
safetyandprivacy/understanding-recommendations), Spotify states the following “Spotify prioritizes
listener satisfaction when recommending content. In some cases, commercial considerations, such as the
cost of content or whether we can monetize it, may influence our recommendations.” Such transparency
is rare in the industry.

https://www.spotify.com/us/safetyandprivacy/understanding-recommendations
https://www.spotify.com/us/safetyandprivacy/understanding-recommendations
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4.4.2.1 Economic and Business-Related Values

When addressing values in the context of multistakeholder recommender systems, economic
and business-related values are often considered, especially for providers and system operators.

[9] provide a systematic review of value-aware recommender systems, introducing value
primarily as an economic concept leading to monetary reward (i.e., profit and revenue).
They distinguish several aspects that inform the value of monetary reward reflective of
a business and economic view, including use value (e.g., increasing revenue by providing
useful recommendations), estimated value (related to attractiveness and desirability, such as
having a comprehensive music catalog to create recommendations from), cost value (e.g., the
economic resources required to distribute a music album to the music streaming platform),
and exchange value (the change in value over time, e.g., increase in a music artist’s recognition
and popularity on the platform due to effective recommendations).

From this, we observe values related to user perception and customer loyalty, which
are crucial from both a business and economic perspective. These values often relate to “the
concepts of quality and personalization, experience and trust, features, and benefits” [9]. For
example, in the music industry, a platform that provides highly personalized playlists based
on users’ listening history can significantly enhance user satisfaction. This personalization
not only helps users discover new music that aligns with their preferences but also fosters a
sense of trust and loyalty towards the platform. Users are more likely to stay subscribed
and recommend the service to others if they consistently experience high-quality, relevant
recommendations.

In their work, [10] highlight that recommender systems typically serve an organization’s
economic values. Besides profit and revenue (i.e., monetary rewards), this might be related
to growth and market development. For example, music streaming platforms aim to
generate profit and attract new users by offering social features like joint playlist creation,
which benefit users when their peers are also on the platform. Furthermore, the authors char-
acterize economic recommender systems as systems that exploit “price and profit information
and related concepts from marketing and economics to directly optimize an organization’s
profitability.” [35] identify strategic perspectives for both consumers and providers. For
consumers, personal utility includes happiness, satisfaction, knowledge, and entertainment.
For providers, organizational utility encompasses profit, revenue and growth. In addition,
other values, such as changing user behavior to create demand might be relevant. For
example, a music streaming platform might recommend emerging artists or newly released
tracks to users, encouraging them to explore and adopt new music preferences, thereby
creating demand for content that the platform can better monetize.

[41] examine the theory of business models in e-commerce recommender systems and
identify the following value-driving aspects: efficiency (e.g., the exposure of music artists
in recommendation lists or the number of clicks on recommended music tracks), comple-
mentarities (e.g., creating value through synergies by combining different item types like
recommending merchandise articles along with track recommendations of a specific music
artist), lock-in and churn prevention (e.g., retaining subscribed users by providing
meaningful recommendations), and novelty and product planning (e.g., finding new fans
through recommendations to users who might like an artist’s music or getting inspired to
create new music album).

Beyond these economic and business values, societal and human-centric values, which
cover other important aspects, are also crucial for businesses and platforms. These values
will be discussed in the following section.
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4.4.2.2 Societal and Human-centric Values

Societal and human-centric values for stakeholders in recommender systems focus on ensuring
that these systems operate in ways that prioritize humans individually and society as a whole.
We find that there are four themes of societal and human-centric values for stakeholders
in recommender systems that are relevant in the light of evaluation: (i) usefulness, (ii)
well-being, (iii) legal and human rights, and (iv) public discourse and safety [54, 55].

Usefulness and enjoyment means that recommendations should meet the needs and
expectations of its stakeholders effectively and efficiently [28]. For example, in the case of a
music recommender system, users should be able, via the recommender system, to discover
new music that they might enjoy and match their taste. At the same time, usefulness
refers to the recommender system’s ability to support music artists to get their outputs
recommended to potentially interested listeners. Control and privacy is a closely related
value that pertains to the degree of influence and customization stakeholders might have over
the recommendations that are generated. This includes privacy aspects in a way that users
might want to control their preference data that is shared with the recommender system [54].

Well-being refers to the recommender system’s ability to help its stakeholders to feel
satisfied. In the case of a music recommender system, this means that recommendations
should influence the experience with the music streaming platform positively, e.g., provide
music recommendations to help listeners relax or relieve stress [27]. In this respect, well-being
is related to emotional, mental, and physical health. Other related values are connection,
community and social bonding, e.g., to enable users to connect with like-minded people
or to enable music artists to contribute their outputs to a specific community. Thus, also
reputation, recognition and acknowledgment might be valuable for some stakeholders,
e.g., to support music artists in getting their contributions being recognized by music
listeners [37]. Personal growth and development might also be values contributing to
well-being in the sense that, e.g., music recommendations could help people explore new
music styles and genres, supporting exploration and self-discovery [6].

Concerning legal and human rights, fairness may be an important value for stakeholders
of a recommender system at evaluation time. For example, the music stream platform
should aim to provide meaningful recommendations to all user groups, independent of, e.g.,
their musical taste or other demographic characteristics [22, 12]. Additionally, the music
recommender system should aim to treat music artists fairly and, in that sense, include
novel or “niche” artists in the recommendation lists when applicable [52]. See Section 4.2
elsewhere in this report. Fairness can be related to diversity, which should ensure that
recommendations cover a wide set of items to, e.g., help music listeners explore artists that
might be new to them [44]. A recommender system might enable freedom of expression
as well as accessibility and inclusiveness by allowing, e.g., music artists to promote
their content independent of the genre or popularity of their music [3, 45]. At the same
time, recommender systems should enable users to access the content that they like and
enjoy, even when their taste does not match the one of the majority of other users [17].
Transparency and trustworthiness might also be an important value for all stakeholders
of a recommender system. For instance, music artists might be interested in why they are
ranked at a specific position and music listeners might be interested in why a specific artist
was recommended to them [50].

Furthermore, values in the area of public discourse and safety are related to a multitude
of societal and human-centric aspects. Here, societal benefit goes beyond the satisfaction
of individual stakeholders. As an example, a music streaming platform might be interested
in fostering cultural enrichment by the recommendation of a diverse set of music [58]. This
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is related to the value of tradition and history, for instance, by recommending local and
traditional music, which might be hard to find without the recommender system [18]. Apart
from societal benefits, also the environmental sustainability might be an important
value for some recommender systems stakeholders. This may involve implementing energy-
efficient recommendation models within the platforms or promoting local music artists whose
concerts offer the opportunity for attendance without requiring extensive travel [34]. Finally,
safety is concerned with users not being exposed to recommendations of disturbing ethically
questionable, or age-inappropriate content. In the case of music recommendations, this could
refer to sexist or racist music tracks [35, 41].

4.4.2.3 Values in Practice

As we mentioned earlier, the concept of “value” can be perceived as abstract, and yet, in the
context of evaluation of multistakeholder recommender systems, we must be able to somehow
quantify it, if the aim is to determine “goodness” for all involved.

In Section 4.4.3, we offer a theoretical construct to help navigate how to connect values to
goals inhered to specific domains and (sub)sets of stakeholders involved, and how these can
be operationalized and measured for assessment. Thereafter, in Section 4.4.4, we show how
we take theory to practice but discuss several examples of multistakeholder recommender
system applications.

4.4.3 Methodology

As noted elsewhere in this report, evaluating recommender systems is a contextually situated
problem: different domains, recommendation tasks, and contexts require specific metrics
and evaluation setups tailored to that specific recommendation scenario. Multistakeholder
evaluation, where the perspectives of other stakeholders are taken into account in addition to
that of the consumer, only increases the potential complexity of evaluation. The complexity
of multistakeholder evaluation is demonstrated by the richness and variety of the examples
described in Section 4.4.4. As a result of this complexity, prescribing exact which methods
to use in which order is impractical. Instead, we attempt to describe best meta-practices
for conducting successful multistakeholder evaluation in this section, divided over different
stages. We consider this process to be iterative, as findings in a later stage can necessitate
returning to an earlier stage, for instance, when learning of a new relevant stakeholder to
include or when value shifts occur in one or more stakeholders.

4.4.3.1 Stakeholders

The cornerstone of multistakeholder evaluation is identifying the relevant stakeholders
that will be affected by or affect the recommendation process in some way, as shown in
Fig. 5. The core parties in any multistakeholder evaluation are the consumers, providers and
the system stakeholders behind the recommendation platform. A sensible first step is to
engage with the system stakeholders and gauge their understanding of whom they are
recommending to (= consumers) and where the items being recommended come from (=
providers). System stakeholders, by virtue of their central role, are also most likely to have the
greatest awareness of potential third-party stakeholders whose decisions may impact the
operation of the recommendation platform. Commonly, third-party stakeholders would involve
regulatory bodies and institutions; here, the system stakeholder’s legal department could
help identify relevant regulations (e.g., related to consumer protection) and the right parties
to reach out to. Finally, depending on the recommendation scenario, system stakeholders
may also be helpful in identifying relevant upstream and downstream stakeholders.
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Consumers (or users) have historically played (and continue to play) a central role in
recommender systems evaluation. As a result, a common next step would be profiling the
consumer stakeholder and the different subgroups this stakeholder category may represent.
In addition to interviews with the system stakeholders, any existing market or user research
on the user base of the recommendation platform could serve as a valuable foundation for
identifying representative subgroups within this user base. A literature review aimed at
identifying similar or related recommendation scenarios could also be helpful in identifying
different user groups, especially groups that may be underrepresented in the market research
for whatever reason. The system stakeholder should be able to facilitate access to these
subgroups, for instance through user research panels, surveys on the website, or customer
mailing lists. It is important to recruit a diverse and representative sample of consumers to
represent the customer stakeholder and ensure all voices are heard in the evaluation process.
Customers should be interviewed or surveyed about which values matter to them in this
recommendation scenario (and their relative importance), which goals they have, and how
and when they envision using the recommender system. If representative, the principle of
saturation could be useful in guiding the sample size required: if additional participants do
not reveal any new values, goals, or usage scenarios, then the sample should be representative
of the customer stakeholder. Consumers are also a valuable source for identifying possible
downstream stakeholders that are worth including in the evaluation process.

The item provider(s) are the general class of individuals or entities who create or
otherwise stand behind items being recommended. Historically, they have perhaps been less
well represented in recommender systems evaluation, but they play an essential role in a
multi-stakeholder evaluation. The number of different individuals or entities that make up
the provider stakeholder role may vary greatly between recommendation scenarios: in some
cases, only a handful of entities may be providing the items to be recommended, whereas
in others they may be as numerous as consumers. Similar to the customer stakeholder, the
system stakeholders should be able to facilitate access to the provider stakeholders and help
identify which of them are them carry the biggest weight, without losing sight of the relevant
minority providers. Providers are the most valuable source for identifying possible upstream
stakeholders that are worth including in the evaluation process. Again, it is important here
to recruit a diverse set of representatives for this stakeholder group to ensure that their needs,
values, and goals are all met in the evaluation process.

One outcome of interviewing the consumer, provider and system stakeholders should be
the identification of any relevant upstream and downstream stakeholders. This could
be supplemented with additional stakeholders identified through a literature review aimed at
identifying similar or related recommendation scenarios.

Each of the stakeholder groups should be involved in the process of determining how best
to evaluate the quality of recommendations while taking into account the values and goals of
each of these stakeholder groups. Qualitative research methods, such as interviews, focus
groups, surveys [29], contextual inquiry [46], and co-design [53] could all be beneficial in this
process.

4.4.3.2 Values and Goals

Once the stakeholders have been identified, the next step involves looking at the values they
want to be part of the recommendation task. Stakeholders’ values are at the core of the
evaluation process since they drive the modeling of the overall optimization problem. They
represent high-level and abstract objectives the stakeholders wish to be satisfied via the use
of the recommendation platform [35]. For instance, if the stakeholder is a music consumer a
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possible value is usefulness (of music experience). On the other side, for music providers, a
value could be monetary reward or (societal) well-being. It is worth noticing that values may
also overlap or partially compete with each other.

The elicitation of values is a fundamental step (but sometimes neglected step) as it
allows the actors involved in designing the system to formulate the goals of each stakeholder
involved in a multistakeholder scenario. Going back to the music consumer and provider in our
hypothetical example, possible goals might be accuracy and diversity of the recommendation
results for the consumer, sell as many items or services as possible, grow the number of
users, sell elements over the whole catalog, protect underrepresented groups, reduce carbon
footprint for the provider. Differently from values, goals can be tailored to the specific
recommendation domain. A provider may set its goal as grow the number of users listening
to classical music, a consumer may wish to have diverse song recommendation with respect
to genre. Goals are more detailed and measurable objectives than values and they drive the
design and implementation of the system through the metrics.

4.4.3.3 Evaluation Metrics

Specific, formal evaluation metrics provide the way to measure the extent to which the
goals of various stakeholders are achieved, i.e., they are measurable proxies towards goals.
For example, both consumers and providers are likely to be interested in recommendation
accuracy, consumers may be further interested in item discoverability (diversity, novelty,
long-tailness), providers are likely interested in increasing revenue and engagement, and the
third-party stakeholders (for instance, regulators) are likely to be interested in consumer-
protection-related metrics (representation, fairness, etc.).

Multiple metrics can measure the success of the same goal depending on the point of
view or the aspect we want to highlight. For example, there are different metrics to measure
accuracy (e.g., nDCG, MRR, or Recall), we may measure the overall number of items sold
in a specific period or in a specific geographical area, the items from the long-tail and the
short-head, etc. Depending on the goal, we may have metrics not targeting the overall
population of users and stakeholders available in the system.

Some of the specific metrics will naturally come from the prior researchers literature in
recommender systems – the reader may refer to Section 4.1 and Section 4.3 for discussions of
some best practices and key metrics in recommender systems evaluation. However, there are
clearly opportunities for further metric design, especially so for provider-oriented and third-
party-oriented stakeholders (i.e., stakeholders that have been under-explored in recommender
systems research). All the metrics must be validated by the target stakeholders (a relevant
subset of the overall population is sufficient) to check if they are actually representative
of their goals and if they are able to differentiate between relevant and irrelevant results.
Stakeholders validating the metrics are asked to evaluate the meaningfulness of the computed
results, compared to their goals. A further result of this validation process by the stakeholder
can be that of identifying a priority among the metrics. Especially in this phase, one desirable
characteristic of a metric is its interpretability and its propensity towards the generation of a
human-readable explanation.

As the result of this step, a list of important evaluation metrics (m1, . . . , mn) is enumerated,
which represents the set of important considerations across multiple stakeholders that need
to be taken into account as part of the multistakeholder recommender system evaluation.
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4.4.3.4 Multistakeholder Evaluation (Aggregation)

Identifying the list of important evaluation metrics (m1, . . . , mn), as discussed above, provides
the ability to evaluate (i.e., to score) a given recommender system R in a multidimensional
manner; more formally, S(R) = (s1, . . . , sn), where si is the performance of R with respect
to measure mi, i.e., si = mi(R). Having multiple evaluation measures raises an important
challenge of how determine the overall (i.e., multistakeholder, multiobjective) performance
of the system [60]. In particular, given two candidate recommender systems RA and RB,
where each of which can be evaluated according to the stated list of metrics, S(RA) and
S(RB), how to design a multistakeholder/multiobjective evaluation mechanism ≺M that
allows to determine whether system RB has superior overall performance to system RA, i.e.,
S(RA) ≺M S(RB)?

Example strategies for developing multistakeholder/multiobjective evaluation mechanisms
≺M include:

Weighted (typically linear) aggregation of individual metrics [4, 32] into a single numeric
score (as an overall performance), which then allows for a more straightforward comparison
of candidate systems.
Reduction of metric dimensionality by converting some of the individual metrics into
constraints [59]. Constraints can be of various types, e.g., hard vs. soft constraints. Hard
constraints may indicate the system performance requirements that must be satisfied,
which then can be used to filter out candidate systems with inadequate performance. Soft
constraints may indicate the relative importance (prioritization) of some metrics, which
then can be used to rank the candidate systems accordingly.
Determining the Pareto frontier of the multidimensional performance vectors of different
candidate systems, and measuring the overall performance of a given system as its distance
from the Pareto frontier [19]. One key consideration is specifying an appropriate distance
metric for multidimensional performance vectors (s1, . . . , sn).
Learning ≺M from “ground truth” examples. This could be achieved by providing multiple
examples of multidimensional performance vectors S(Ri) to domain experts, asking them
to provide the “ground-truth” judgments regarding the overall performance, and then
using machine learning techniques to learn the relationships between the individual
metrics and overall performance. For instance, the domain experts could rank pairs of
performance vectors at a time, S(RA) and S(RB), and provide a ground-truth judgment
of whether S(RA) ≺M S(RB) or S(RB) ≺M S(RA) (or neither, S(RA) ≈M S(RB)).
Learning-to-rank techniques can then be used to build a model for estimating ≺M from
such training data.

More generally, development of multistakeholder/multiobjective evaluation mechanisms
≺M for recommender systems has connections to several research literatures, including multi-
objective/multi-criteria optimization [13, 36], multi-criteria decision making [56] (including
its various methodologies, such as data envelopment analysis [7], conjoint analysis [22],
multi-attribute utility theory [26]), machine learning [40], and possibly others, which provide
promising directions for further research.

Additional considerations:
Stakeholder involvement. Most of the above approaches will likely require involvement of
key stakeholders and domain experts, e.g., for determining tradeoffs between individual
metrics (leading to decisions regarding relative importance weights for individual metrics
or for determining which metrics should be converted to constraints), for obtaining ground-
truth judgments about the overall system performance, etc. Therefore, one promising
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research direction is in development of participatory frameworks [30] that can enable and
facilitate stakeholder groups to build algorithmic governance policies for computational
decision-making and decision-support systems.
Average vs. subgroup vs. individual performance. Important consideration: Do we
evaluate systems in terms of their average performance, or should the distribution of
individual performance also be taken into account [43]? For example, does higher average
performance also come with much higher individual performance variance (i.e., much
worse individual performance for some users/items/etc.), and, if so, what are the right
trade-offs? More generally, evaluation at multiple granularities (various subgroup levels)
may be of interest.

4.4.3.5 Use of Multistakeholder Evaluation in System Design and Improvement

Development of evaluation mechanisms ≺M is important not only for the ability to perform
multistakeholder/multiobjective evaluation of recommender systems, but also can also drive
decisions for system design and improvement. In particular, the strategies for system design
and improvement can be classified as passive or active.
Passive These are simpler (naive) strategies of using a multistakeholder/multiobjective

evaluation mechanism ≺M to select the most advantageous recommender system from a
number of (pre-existing) system candidates Ri. These system candidates could possibly
be generated even without any multistakeholder considerations in mind (e.g., solely using
traditional accuracy-maximizing machine learning approaches) – using ≺M to select among
these candidates would allow to incorporate desired multistakeholder considerations to
some extent.

Active These are more sophisticated strategies that attempt to integrate the multistakehold-
er/multiobjective evaluation mechanism ≺M more directly into the system design/optim-
ization process. Two potential sub-categories of active strategies include:

Adjust/optimize the system recommendations by incorporating ≺M considerations as a
post-processing step (e.g., by re-ranking top-N item lists accordingly, etc.), i.e., without
directly changing the learning algorithm of the underlying recommender system.
Adjust/optimize underlying learning algorithms or designing new recommendation
algorithms by incorporating ≺M knowledge directly into the learning process (e.g., by
redesigning the loss function accordingly, etc.), so that the produced system recom-
mendations are aligned more directly with the desired multistakeholder considerations.

The multistakeholder evaluation methodology – the identification of key stakeholders
and their values/goals, the choice of most appropriate individual metrics, the development
of specific multistakeholder/multiobjective evaluation mechanisms, and the use of these
mechanisms to guide system design and improvement – can be viewed as an iterative process,
where researchers and system designers should be aware of all the key steps and can return
to iteratively refine any of them.

In reporting on multistakeholder recommendation research, we encourage researchers
to include in their discussion the details of stakeholder identification and consultation, the
derivation of values and goals, and the justification of metrics in terms of that work. [42]
make the point that formalizations developed in addressing one problem do not necessarily
transfer to other contexts. The authors were writing in the context of machine learning
fairness, but multistakeholder recommendation is also highly context-specific and similar
principles apply.
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4.4.4 Example Applications and Metrics

Deriving an evaluation metric requires working from a construct, an abstract quality of
the recommendation process that we would like to understand, to a concrete proxy of that
construct that can be measured and designing a methodology to measure it. The application-
specificity of multistakeholder evaluation means that it is difficult to provide such analysis in
a general way. With that in mind, here we present several specific examples, which serve as
means to guide how researchers and industry practitioners might proceed when developing
such metrics.

In each of these hypothetical examples, we select a particular stakeholder, as well as a
specific value and associated goal, and derive a metric that might be used to evaluate the
recommender system relative to that goal. As previously noted, stakeholders are assumed
to each have different values, corresponding value-driven goals and potential measures to
reach these goals. It is worth reiterating that with these examples, we neither aim to provide
a complete set of metrics that one might wish to implement in each of these settings nor
highlight the most important metrics. Rather, we seek to illustrate the type of analysis
needed to derive such metrics. Moreover, we expect the process of metric selection and
development to be iterative rather than linear; this process may even take multiple rounds
of consultation and implementation to derive a metric (or set of metrics) that captures a
particular stakeholder’s perspective.

4.4.4.1 Music Streaming

The first example we consider is streaming music recommendation with the key stakeholders
introduced above in Fig. 6, and also included in Table 2.

We will focus here on the providers, the musical artists. There are a variety of values
that such individuals might have with respect to a distribution platform like a streaming
service. We concentrate here on the construct of audience: an artist will often seek to build
a community of individuals who appreciate their particular musical style and contribution
(connection, community and social bonding) and might, for example, come to a concert or
purchase merchandise (monetary reward) in addition to listening through the streaming
service.

A given musical artist might seek to understand to what extent is the recommender
system helping them build an audience (use value). One can imagine the system failing in
various ways. It might recommend their music to listeners interested in something else and
so the recommendations are not acted upon. Or it might recommend the artist’s music only
to listeners who are already fans: helping cement the audience but not necessarily building it
over time. True audience building might only be evident over a long period of time (repeating
habitual listening, ticket and merchandise purchases, etc.) so it will probably be necessary
to create a short-term proxy for the audience-building potential of a recommender system
(growth and market development).

As this is a hypothetical example, our metric here is necessarily speculative but again
the aim is to illustrate a process for developing such metrics, not to solve a given evaluation
problem. First, we have the problem of measuring an audience from the data available within
the streaming service. Let r be the musical artist and let listen count ku = ℓ(r, u, t) be
the number of times that user u listens to a track by r over some standard time window t,
perhaps one month. The audience Ar can then be defined as the set of individuals for whom
this count is greater than some threshold ϵ: ku > ϵ.



Christine Bauer, Alan Said, and Eva Zangerle 135

As noted above, measuring audience development can have a long time scale, so a short
term proxy for this quality could be to measure to what extent an artist’s music is being
recommended to receptive users. There are multiple ways to determine if a user is receptive15,
but the sake of example, let us assume that we can measure the number n of non-audience
listeners (that is, u /∈ Ar) who were recommended a song by r and then listened to the entire
song. Given that musicians have very different numbers of fans, it might make sense to
normalize by the size of the artist’s existing audience Ar: mr = n/|Ar|.

As a metric shared with individual providers, a low score on mr might raise concerns for
the artist relative to the recommender system. It would mean that few new listeners are
being introduced to their music. For a superstar, this might not be an issue: many people
know their music already, but for an emerging artist, it could indicate that the recommender
is not working as it should. A higher mr score does not necessarily mean that their audience
is growing but it does mean that their music is being introduced to potential new fans. From
the system stakeholder point of view, this score could also be aggregated across all providers
to understand audience building across the platform’s stable of artists. Its distribution
might also be interesting in terms of fairness: are some types of artists better able to build
audiences on the platform than others?

4.4.4.2 Education

In the context of educational recommender systems, our example focuses on a course content
recommender system for secondary school students, possibly integrated within a learning
management system (LMS) where the system could track the progress of each student and
generate recommendations about what to study next. We illustrate the relationship between
value-driven goals and potential measures of each stakeholder, and show how the evaluation
perspective changes according to the goal in focus.

In this scenario, teachers provide the content to the recommender system platform both
by selecting relevant external content (e.g. educational videos, reference books and articles)
and content generated by themselves. Therefore, we define the external content generators
as upstream stakeholders and teachers as provider stakeholders.

The recommender system platform generates course content recommendations for students
who are consumer stakeholders and direct users of the system. Parents of the students have
an indirect relationship with the generated content (e.g., in a context of recommendation
of educational materials for secondary school students, parents might be interested in
checking the type of material their children are using) and they are defined as downstream
stakeholders. Both upstream and downstream stakeholders have an indirect relationship to
the RS platform which may be relevant to identify and evaluate the value driven goals in a
greater picture.

The system stakeholders are responsible of the seamless operation of the recommender
system and they are obliged to ensure that the recommender system platform follows the laws
and regulations stated by the school management who is among the third-party stakeholders
(e.g., the recommended content should be within the corresponding curriculum for each
student). Fig. 7 illustrates the multistakeholder relations, goals and potential measures in
this example scenario.

Based on this example scenario, one point of evaluation of the recommender system
platform could be done from the perspective of one of the goals of the consumer stakeholder.
More specifically, we could evaluate the recommender system platform from the students’

15 For example, did the user listen to a second song by the artist, add their songs to a playlist, etc.?
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perspective of passing a course, answering the question “How likely is it that a student
passes a course when she follows the recommendations from the platform?” (usefulness
and enjoyment, as well as personal growth). Although defined from the recommendation
consumer’s perspective, other stakeholders may benefit the same evaluation. For example,
the teacher could use the same measure to understand if the resources she provided to
the platform are good or necessary enough (usefulness and enjoyment), and the system
developers might get an understanding of the relevancy of the recommendations generated
by the system beyond click through rate (use value).

Since the goal of the student is to pass the course at the end of the semester, in this
example, we need to evaluate our system at the end of each semester. The system generates
Top N recommendations for each student. Let’s assume that the student Si receives Top N
recommendations every time she uses the system. Si may choose to accept a recommendation
or do another activity on the platform. Therefore, we can measure the number of accepted
recommendations by student Si throughout the semester being ni. The acceptance of
recommendations can be measured in different ways, but for the sake of this example, if the
student clicks on any of the recommendations on the list, we assume that the recommendation
has been accepted. ki being the total interaction count of Si with the system, we can calculate
the proportion of the accepted recommendations to the number of whole interactions as
pi=ki/ni. Finally, at the end of the semester, we calculate the correlation between the
student’s final grade in the course and pi. For the sake of this example, we skip the
importance of the order of the recommendations, but an evaluation metric such as normalized
Discounted Cumulative Gain (nDCG) could easily be employed for this purpose. Further,
the final metric that correlates the acceptance of recommendations with the student’s final
score, could be calculated based on the order of the recommendations, answering the question
“Is the higher the accepted recommendation on the Top N list, the better the score of the
student?.”

We should note that the goals of each student may be different or we might be able to
identify clusters of students who share the same goals. Therefore, the evaluation methodology
could be adjusted according to not only different types of stakeholders, but the differences
within one type of stakeholder. This concept of granularity has been discussed in Section 4.4.3.
Similarly, different stakeholders may have different temporal requirements based on their
goals. For example, the students may have a goal for the whole semester (e.g., passing the
course), whereas the teachers may have goals that are needed to be evaluated in a shorter
term (e.g., understanding if the recommender system platform is helpful for the students to
understand the weekly topics).

Teachers RS platform Students
External content 

generators

System 
developers

UPSTREAM STAKEHOLDERS PROVIDER PLATFORM CONSUMER DOWNSTREAM STAKEHOLDERS

Parents

THIRD-PARTY STAKEHOLDERS

School 
management

SYSTEM  
STAKEHOLDERS

Figure 7 Stakeholder relations for the education example.
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Table 3 Sample stakeholder goals and measures for the education example.

Upstream Provider System Third party Consumer Downstream

Stakeholder External content
generators Teachers RS platform School

management Students Parents

Goals
Economic gain,
reputation, social
benefit

Educating younger
generation, social
benefit

Economic gain Social benefit Passing the course,
learning

Educating their
children

Measures Exposure, generating
high-quality content

Students learning
well, generating
high-quality content

Ensuring that the
RS works properly,
ensuring that the
requirements from
other stakeholders
are satisfied

Ensure that laws
and regulations
are being followed

Getting good grades,
learning the topics
well

Reviewing the course
material, giving advice
to their children

4.4.4.3 Human Resources

The final example we consider is candidate recommendation: recommending suitable can-
didates for an open job position, also known as talent search or estimating person-job fit.
Recruiters often play an important intermediary role in this process by assessing candidates’
qualifications, such as skills and competences, previous work experience, education level, and
remuneration requirements in relation to the job [5]. Much of this candidate identification and
assessment process still places a great manual burden on recruiters [38] and a recommender
system that suggests relevant candidates to them to approve and supplement with their own
manual searches. After shortlisting an acceptable number of candidates, each candidate will
be contacted by the recruiter in a (personalized) message, highlighting their match with the
job in question and inviting them to apply for the position. Such a recommendation scenario
is complex and properly assessing the quality of the candidate recommendations requires
involving multiple stakeholders. Fig. 8 illustrates the different stakeholders involved in this
recommendation scenario and is supplemented by Table 4, which displays example goals and
measures for each of the stakeholder categories.

Job seekers Job portal Recruiters
Education & 

training providers

Recruitment 
agency

PROVIDER CONSUMER

DOWNSTREAM STAKEHOLDERS

Social security 
services

Companies

THIRD-PARTY STAKEHOLDERS

Human rights 
organizations

Government

SYSTEM  
STAKEHOLDERS

UPSTREAM STAKEHOLDERS PLATFORM

Figure 8 Stakeholder relations for the human resources example.

Provider. This recommendation scenario starts with job seekers by signaling they are open
to finding a new job by uploading their CV to the job portal’s CV database, making them the
item provider stakeholder. People can be interested in finding a new job for various reasons.
Associated values (and potential goals) include (but are not limited to) personal growth
(e.g., learning new skills and competences or working in new domains), well-being (such as
a desire to achieve a better work-life balance or working in a job where one’s duties have
real-world impact), monetary rewards (such as a salary increase or better bonus structure),
and connection, community and social bonding (through friendly colleagues and a supportive
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Table 4 Sample stakeholder goals and measures for the human resources example.

Upstream Provider System Third party Consumer Downstream

Stakeholder Education &
training providers Job seekers Job portal Government Recruiters Companies

Goals
Personal develop-
ment, monetary
reward

Personal development,
well-being, monetary
reward, social bonding

Monetary reward,
customer satisfaction,
customer loyalty

Employment, social
cohesion, economic
development, quality
of life

Recognition &
acknowledgment,
personal autonomy,
well-being, social
bonding

Monetary reward,
market develop-
ment, employee
well-being

Measures Grading scale Salary increase,
working hours

Response rate,
% hired, time
spent per job, time
spent per candidate

Unemployment rate,
GDP growth,
happiness index

No. of queries
issued, time spent
per candidate,
time spent per job,
no. of candidates
contacted

Time until position
is filled

working environment). Not all of these goals are equally easy to capture in concrete metrics:
a salary increase is easy to measure on paper, but this information is not always accessible to
the platform and the system stakeholders. Social bonding is perhaps impractical to capture
in a metric.

Consumer. The process of recommending candidates to a recruiter starts when a company
commissions the recruitment agency that owns the job portal to promote their job posting to
relevant candidates. In this scenario, the recruiter is the party receiving the recommendations,
making them the consumer stakeholder. Like any other employee, recruiters too value their
well-being and opportunities for connection, community and social bonding, but these are
affected by the recommendation platform to a lesser degree. Instead, reputation, recognition
and acknowledgment is more directly related to the recommendation platform, as recruiters
would be interested in seeing their efficiency and effectiveness increase as a result of the
recommendations. Efficiency can be measured using many different metric. In this human-
augmented recommendation scenario, the goal is not to replace the human recruiters, but
rather support them by reducing the effort they spend on manually searching for candidates.
One metric to consider here is the time they spend completing a job, measured from when
they first open a new job posting to sending the contact messages to the shortlisted candidates.
If the recommender system is able to reduce this total time compared to a scenario without
recommendation, the recommender system has likely made them more efficient (barring
outside influences or changes to the recruitment process) and has contributed to increased
recognition of their work. Other relevant metrics to consider could be the time spent per
candidate (which may be more fair to job postings aimed at filling multiple positions), the
number of queries issued, or the number of candidates contacted. Another value important
to recruiters – albeit one that is hard to capture in metrics – could be control and privacy:
the introduction of automatic decision support systems and AI-powered tools often induces
fears of potential replacement and job loss [23, 31, 42, 47, 48], although research suggests
that these fears can be mitigated by additional AI training [23].

System stakeholders. The system stakeholder is responsible for creating and operating
the candidate recommender system on the job portal, which suggests a slate of relevant
candidates to the recruiters. Their values are not necessarily the same as those of the
customers and providers. In this scenario, the recruitment agency is the system stakeholder
and they are likely to be motivated by monetary rewards: making their recruiters more
efficient through an effective recommender system would reduce costs per job and allow
recruiters to complete more recruiting jobs. The time spent per job or the number of
jobs completed per day could be reasonable proxies for this value. Another value could be
customer loyalty: increasing customer loyalty could be achieved by providing higher-quality



Christine Bauer, Alan Said, and Eva Zangerle 139

matches or providing more matches (which could be at odds with efficiency). Possible metrics
for assessing progress towards these goals could be to measure the response rate: if more
customers provide a positive response to jobs recommended by a recruiter, this could result
in more (high-quality) candidates applying for the position, resulting in greater customer
satisfaction and customer loyalty.

Downstream stakeholders. Despite paying for the recruitment service, the company with the
open job position is not a customer from a multistakeholder evaluation point of view. In this
scenario, they instead play the role of downstream stakeholder, as they are impacted by the
choices of the recruiters make when assessing, shortlisting and contacting the recommended
candidates. Their values are commonly economic in nature, such as monetary reward and
growth and market development. New employees are expected to contribute to the bottom-line
of the company. Companies that are currently short-staffed could be seeking to hire new
employees to reduce the work pressure on their employees, which flows from the value of
employee well-being. Such goals could be measured through employee satisfaction surveys,
but these are unlikely to be available in the multistakeholder evaluation process. Another
potential downstream stakeholder could be social security services: if the recommender
system is able to reduce the time spent being unemployed by recommending the right
(unemployed) candidate for a job, it could reduce the amount of money that needs to be
spent on unemployment benefits. In the end, this benefits society, as this money could be
spent on other priorities.

Upstream stakeholders. Upstream stakeholders are those potentially impacted by the
recommender system but not direct contributors of items. In the candidate recommendation
scenario, education and training providers could function as an upstream stakeholder. One
of their core values is supporting their students’ personal growth, which is typically measured
using a non-binary grading scale. These education providers do not have a direct stake in
the candidate recommender system, but could be interested in learning which skills and
competences are most important for a successful matching process, allowing them to update
their programs and courses.

Third-party stakeholders. Government institutions are an example of third-party stake-
holders: they do not have any direct interaction with the job portal, but they have an
interest in or are impacted by its operation. A successful candidate recommender system
could result in more successful matches between job seekers and companies, affecting im-
portant government values such as societal benefit, growth and market development, and
well-being. These could be quantified using, for instance, the unemployment rate or GDP
growth. Government institutions can also have a more direct impact on and interest in the
job portal’s operation through legislation that ensures non-discrimination in hiring practices.
Such regulatory practice may impose legally binding requirements on the system stakeholders,
affecting the evaluation of the recommended slates of candidates in terms of fairness. Fairness
can be measured using a wide variety of metrics [20]. It is therefore essential to involve the
other stakeholders in determining what fairness means for them and how to map this to the
most relevant fairness metrics. See Section 4.2 for more discussion of recommender systems
fairness.

Human rights organizations are non-governmental organizations that seek to to defend the
same rights for all members of a society, and represent another third-party stakeholder. In the
candidate recommendation scenario, such organizations could be interested in safeguarding
values such as fairness and diversity in the candidate recommendation process, similar to
government institutions.
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4.4.5 Conclusions

A holistic understanding of recommender system operation requires considering the per-
spectives of multiple parties beyond the users receiving recommendations. This area of
recommender systems evaluation is relatively underrepresented in the research literature,
although in commercial settings, such considerations have always been an element of re-
commender system development. We discuss above some of the reasons why this work is
challenging to conduct and therefore has seen limited research attention.

We have described above general properties of multistakeholder recommendation, and
methodological approaches to developing relevant metrics, and investigated three hypothetical
examples of metric development. There are many additional aspects of this topic to explore,
including:

4.4.5.1 Transparency / Explainability

Developing multistakeholder metrics and evaluation processes raises the question of to whom
such metrics might be reported and made available. Recommender systems evaluation as
discussed in this report is typically a purely internal matter of engineers or system operators
understanding how the recommender is operating and seeking to improve it. It could be
argued that standard summative evaluations of consumer-side outcomes are really only of
interest to the system stakeholder and individual recommendation consumers can assess on
their own if the system is working well for them.

The types of evaluations that we discuss here are different in that they may be of interest
to parties who normally have no access to the workings of the recommender system. For
example, the musical artists in our streaming example would typically have very little
insight into how the recommender system is treating their content. A metric such as
the “audience building” one described above could be shared with artists to help them
understand what the recommender system is doing. This raises the question of what kinds
of transparency the system might want to support relative to such stakeholders. We are not
answering this question here, but note that provider-side transparency is very little studied
in multistakeholder recommendation.

4.4.5.2 Strategic / Adversarial Considerations

One likely reason that multistakeholder transparency has been little pursued in recommender
systems research is the concern that such a facility might be used to enable undesirable
adversarial behavior. A web search for the term “YouTube algorithm” yields thousands of
hits from search engine optimization (SEO) firms and others giving advice to creators about
how to get the algorithm to bend to their will. Additional information given to providers may
enhance their ability to manipulate the algorithm in ways that are not necessarily beneficial
to recommendation consumers or the platform.

4.4.5.3 Governance

Our aim in this section is to help researchers and system designers consider more holistic
evaluations of recommender systems, taking multiple stakeholders into account, and examining
the impact of the system across stakeholder groups. There is a separate question of governance:
who, in the end, has a concrete and effective say in how a recommender system operates?16

16 System governance here is different from data governance as discussed elsewhere in this report.
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Corporate structures often have a very concrete answer to this question, but as media scholar
Nathan Schneider reminds us [49], there are other models of governance that can be and
have been applied to online systems. Multistakeholder governance of recommender systems
is an interesting question for future research and development.

4.4.5.4 Interfaces

Related to the question of governance is the question of interfaces: how do different classes
of stakeholders interact with the recommender systems? There is a great deal of study of
consumer-side recommendation interfaces, and a wide variety of interface designs for end
users to generate and interact with recommendations. Recommender systems interfaces for
other stakeholders do exist but are rarely the subject of published research. For example,
YouTube provides a set of tools within their YouTube Studio application17 to enable video
creators to see some information about the viewership of their videos, but there are no
detailed analytics about how the recommender system is handling their content or ways to
interact with the recommender system itself.

The adversarial considerations noted above have no doubt deterred recommender system
platforms from offering the kind of transparency into recommender system operations that
other stakeholders might find useful. As a result, this is a highly underexplored aspect of
multistakeholder recommender systems. Except for a few recent qualitative studies [8, 51],
we know relatively little about provider-side experiences with recommender system interfaces.

4.4.5.5 User-centric Evaluation

There is nothing in this discussion that requires metrics are behavioral or off-line. [28] present
a well-developed methodology for conducting user studies and interpreting them in terms
of user experience. Such metrics might be exactly what is needed to understand different
consumer-side aspects of a recommender system. There is no comparable methodology for
understanding provider-side experiences of recommendation. It would only make sense to
conduct user experience evaluation if an interface for providers exists, so this research area is
downstream from the development of such interfaces.

4.4.5.6 Interactive / Conversational Recommendation

As of today, we are used to one-shot static recommendations. Nevertheless, interactive/-
conversational systems are coming to stage possibly changing the way we use recommender
systems. The final outcome of a conversational session depends on the way the interaction
is conducted from both parties: the user (consumer) and the system (that may behave on
behalf of the producer). In a multistakeholder scenario, interaction is part of the overall
recommendation process and it is driven by the goals of the two actors involved in the
conversation. In fact, depending on the conversation/interaction strategies, the final recom-
mendation can be completely different and push towards the satisfaction of different goals of
the involved stakeholders [24]. As a final observation, the interactive process itself may affect
the satisfaction of some the stakeholders’ goals. Among others, we may cite the number of
interactions to get the final recommendation [11] or the seamless perception of the interactive
process [33], but these are solely consumer-side metrics. There is little development of (for
example) system-oriented metrics for conversational recommendation.

17 https://studio.youtube.com
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4.4.5.7 Native Multistakeholder Metrics

All the metrics available in the literature so far look at the satisfaction of one single goal
per stakeholder. This is the reason why we need aggregation techniques to find the optimal
solution to the multistakeholder problem. Unfortunately, aggregation is actually a further
approximation of the solution and may need further manual tuning to work properly (see
Section 4.4.3.4). There could be the need for new metrics which are explicitly conceived to
address the multistakeholder problem and than can be configured to satisfy the different
goals selected for the problem at hand.
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4.5.1 Introduction

Recommender systems and recommendation technologies are now a familiar part of the
modern information landscape and a routine aspect of our daily lives [23]. Many people
engage with recommender systems throughout their typical day – as they plan their morning
commute, when they collect podcasts to listen to, when they order lunch, when they pick a
movie to relax with in the evening, and if they select a book to wind down with before bed.

There is little doubt that recommender systems are here to stay, and they will continue to
play an important role in people’s lives as they increasingly influence the media we read, watch
and listen to, the food we eat and the exercise we do, the friends we connect with, and even
the people we date. In this context, it is important for the recommender systems community
to carefully consider the impact of these systems, not only in the short-term (within/between
sessions) but also across a time-span that can be measured in months or years. In doing so,
it will also be necessary to incorporate richer forms of usage data and external data sources
into our evaluation methodologies because click-through rates and rating predictions offer
only a limited ability to assess the broader impact of recommendations.

We must strive to understand how these systems will impact all stakeholders in the
long term. Doing so will help our research community to have a more positive impact on
end-users, provide industry with new opportunities to innovate, and ensure that society as a
whole enjoys the benefits of responsible recommendation. Ignoring these issues will likely
diminish the value of recommender systems and lead to a skewed understanding of their
long-term impact. The latter is especially relevant since recommender systems, like other AI
technologies, are increasingly subject to regulatory scrutiny [24].

Consider three common examples of recommender systems and how a long-term perspect-
ive can enrich our understanding and design of such systems:

18 The views expressed are purely those of the author and may not in any circumstances be regarded as
stating an official position of the European Commission.
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Figure 9 Understanding the long-term impact of recommender systems requires a shift in
perspective. While traditional approaches to evaluation can work well to elucidate the impact of
recommendations in the short-term, within or across sessions, now that usage can be measured in
years or longer there are further opportunities to evaluate the longer-term impact of recommender
systems and how this relates to meaningful changes in user behaviour or habits.

1. An e-commerce site that sends out weekly email recommendations. A traditional, short-
term evaluation of such a system might focus on click-through rates, conversion rates,
revenue per click etc. [37], but such an evaluation will be incomplete in several important
respects. For example, it will not help us to understand how these emails inform customers
about product segments they may not be aware of, or whether these emails lead to future
purchases. Moreover, this type of evaluation may not help us to understand whether
these emails annoy the customer in a way that limits stickiness, diminishes future visits,
or reduces referrals. In other words, short-term evaluations do not shed light on the
broader impact that the recommender might have on its users or the e-commerce site. In
contrast, adopting a longer-term perspective means that lifetime value, brand reputation,
and other factors can enrich our understanding of the impact of such a recommender [88].

2. A recommender system for encouraging behavior change. Many such systems have
been built to encourage greener choices in energy usage (transportation, home energy
consumption, reducing carbon footprint etc.) [75, 76]. In the short term, they can be
evaluated based on whether these recommendations are read or bookmarked, or based on
how many follow-up actions are taken (e.g., ordering more efficient lighting, requesting
further information on home insulation etc.). But the long-term goal must be to change
the behaviour and habits of users rather than facilitate short-term transactions. A
longer-term evaluation provides unique insights into whether users are making lifestyle
choices that are ultimately more sustainable (e.g., reducing their carbon footprint) beyond
their interactions with the tool’s recommendations. Without that perspective, it will be
all but impossible to correctly distinguish between an eager early-adopter whose initial
enthusiasm is short-lived and does not translate into more sustainable lifestyle choices,
from a more cautious user who comes to recognise the benefits of more sustainable lifestyle
choices over an extended period of time. In fact, by some traditional evaluation measures
the former may be viewed as more desirable than the latter, and it is only through a
longer-term evaluation perspective that the true benefit of these recommendations can be
recognised.

3. A social media recommender designed to keep its users connected, engaged, and informed.
Today, recommender systems go hand-in-glove with social media and the success of many
social media platforms has often been attributed to their ability to filter and personalize
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content (text, photos, videos etc.) for individual users [52, 29, 20]. Indeed this strategy
has been so successful that today a large proportion of people now routinely rely on social
media (and their embedded recommenders) as their primary source of news [77]. Such
systems are straightforward to evaluate in the short-term: there are numerous examples
of studies that have looked at various engagement metrics from click-throughs and ratings
(votes, likes, etc.) to read-times (which roughly correspond to advertising revenue) [40].
However, such short-term thinking may lead to systems with serious negative long-term
consequences from unhealthy increases in screen-time, to pigeonholing, proliferating hate-
speech, and even radicalization. There are concerns that certain groups are particularly
at-risk (e.g., teenage boys and girls) when they are bombarded by messages that can
have a detrimental impact on their self-esteem and long-term mental health [71]. A
longer-term evaluation can actively consider the well-being of users by assessing changes
in the diversity of consumption, measures of connectedness to others, and other factors
to assess (and design for) the recommender’s positive impact on its users.

In the sections that follow, we discuss how a long-term perspective can improve research
and practice. We start by looking at how recommender systems evaluation can change to
incorporate tracking, collecting, and reporting long-term measures. We then look at the
social and behavioral research directions that can support building a better understanding of
human behavior, long-term stakeholder goals, and metrics to reflect it. Finally, we look at
practice, by examining how short-term thinking can limit or even undermine the potential
success of deployed recommender systems, and how long-term evaluation can support the
business cases needed to make trade-offs between short- and long-term objectives.

4.5.2 Long-Term Impact and Systems Research

In this subsection, we discuss how long-term impact can be considered in modern system-
oriented research in a way that focuses on assessing the performance of recommender
algorithms and recommender systems that use these algorithms. We recognize two mainstream
types of research – (1) data-driven research, which focuses on algorithm evaluation by engaging
available datasets, and (2) user studies, which assess recommender systems by engaging real
users. For both types of research, we would like to stress the importance of longer-term
studies engaging a broader range of data. In data-driven studies, this may mean collecting
and releasing datasets that accumulate user data for several months to several years and
include data beyond the limited traditional scope of ratings and clicks. For user studies, it
can be achieved by running longitudinal studies and purposefully collecting data that could
help in assessing the long-term impact of the systems.

4.5.2.1 Media Recommendations

Consider media recommendation, a very traditional domain for recommender systems, which
encompasses many popular and familiar recommendation applications, including music
recommendation [38], video content recommendations [54], and news recommendation [45].
The first generation of recommender systems research in these areas focused on available
datasets of ratings and assessed the quality of recommender algorithms by measuring their
ability to predict these ratings or generate a better ranking list of recommendations [48].
The integration of recommender algorithms in media consumption systems such as Netflix
or Spotify, and the ability to collect data beyond simple ratings further extended the range
of metrics used to evaluate the systems. The current generation of media recommendation
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systems can track how a user responds to a recommendation, for example, by determining
whether the user consumed (watched, listened to, or read) a given recommendation, partially
or fully, in order to better assess the relevance of the recommendation [40].

Now that many such systems have been in operation for five, ten or even more years,
it may be possible to release long-term usage datasets to facilitate evaluation that extends
beyond traditional, short-term evaluations and allows for a broader impact assessment
(consumption diversity, etc.). Releasing standard consumption/ratings data over multiple
years will allow researchers to answer a range of intriguing broader impact questions about
how recommendations change or otherwise influence consumption patterns:

When and how much do users consume?
Does consumption variety increase or decrease?
Do users develop new tastes?
Did users discover new types of content that they may otherwise have missed?
Are users becoming more or less satisfied with their media consumption?

In several cases, media consumption systems already collect a broader set of usage data – for
example, a movie recommender system can ask whether a viewer is watching alone, with
kids, or with significant-other – and tracking this data over time may enable researchers to
assess whether the recommender systems help to bring users to spend more time together.
Some music recommender systems ask users about their current mood to better personalize
recommendations [4, 43]. Releasing these data along with traditional click and rating data
will help connect recommendations and watching behavior with long-term mood changes.

In longitudinal studies of recommender systems with target users, the opportunity also
exists to collect an even richer range of data by asking users to periodically volunteer various
forms of feedback that could be related to a broader impact. This may help better understand
how recommender systems affect people’s mood, mental health, and general sense of well-
being over time. An example of such longer-term studies and the data that these studies
could collect is provided by the famous HomeNet project [51], which evaluated the long-term
impact of Internet use to identify increased levels of loneliness and a greater sense of isolation
among early Internet users.

4.5.2.2 Recommender Systems in Education

Educational recommendation systems (including learning content recommendations and
course recommenders) serve as a useful counterpoint to more traditional media recommend-
ers [17]. Research on recommender systems in this domain is still in its earlier data-driven
stage, as researchers attempt to assess performance using regular data collected before
integrating recommender systems in the application context. This data-driven approach to
assess the quality of personalization is typically focused on predicting learner performance
when solving a specific problem or during an exam. User studies, which are natural in this
domain, can also collect learner feedback on question/content difficulty, novelty, or relevance
of suggested items and courses, although it does not necessarily help to assess the longer-term
impact of recommendation in this domain.

However, the educational domain benefits from a much broader set of data, which could
help assess several dimensions of longer-term impact. Even in relatively restricted online
learning content, existing systems collect all data about user interaction with learning content,
course discussions and integrated assessments. Using these data, we can assess whether
a learner content recommender system has helped to make the learner more efficient (i.e.,
helped to gain the same level of knowledge faster) or whether it has helped the learner to
achieve an improved knowledge level for a given unit of effort? Did the recommendations
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help reduce the number of cases where learners needed to ask questions in the forum? Or
did they increase the number of cases when they answer questions from peers? Does the use
of a recommender system in a prerequisite course help the learner to perform better in a
future course that requires this prerequisite knowledge.

In a more traditional context, universities and colleges could collect an even broader set
of data covering learners’ life beyond courses: exercise, club activity, volunteering, internship,
and job placements. These data may help explore the relationship between their approach
to learning and their lifestyle: does improving learning efficiency lead to a more satisfied,
healthier learner, because they can spend more time exercising and relaxing? We should also
be able to assess whether course recommendations helped students diversify their studies,
help them become better prepared for the modern workplace, and otherwise improve their
employment prospects. In fact, many universities are already collecting this type of data,
augmented with various feedback from students (i.e., course feedback, internship reports),
and their newly formed “analytics teams” have already gained experience using these data
to assess the broader impact of major curricular innovations. This experience could be used
to assess the broader impact of educational recommender systems.

4.5.2.3 Combining Multiple Studies

An important aspect of longer-term research is the need to assemble and compare data
obtained from multiple studies. A reliable evaluation of longer-term impact in a single study
requires a relatively stable set of conditions over an extended period of time and reduces
our ability to assess multiple research ideas or options simultaneously. Assembling results
from several offline or online long-term studies may enable the research community to more
reliably assess the long-term impact of multiple system design aspects. Does the specific
recommender approach lead their users to enjoy a more diverse collection of artist and genres?
Is it decreased or increased their overall listening? Are they more or less satisfied with how
much time they spend for music listening or movie watching? Does a novel transparent
interface with better user control made the user return to the system more frequently or,
in contrast, pushed the users to use other systems? Which combination of algorithms and
interfaces in a course recommender get their users better prepared and more satisfied with
recommendations in the longer term?

In turn, the need to compare and integrate data from multiple studies makes it more
important to agree on the set of long-term focused data to be collected and a set of long-term
impact factors to measure. Moreover, in order to enable this type of meta-analysis, the
recommender systems community will need to evolve its approach to evaluation to adopt a
level of experimental rigour and reporting standards that facilitate such opportunities; see
Section 4.5.5.

4.5.2.4 Developing Long-term Data and Metric Sets

Part of the challenge of conducting long-term research (whether retrospective analysis of
data sets or experimental user studies) is that new ideas and phenomena arise for which the
collected data or experiment design are inadequate. For example, a dataset collected to study
the quality of recommendations may not have captured data that would allow assessing the
diversity or unexpectedness of those recommendations. An experiment looking at the effects
of different recommender algorithms or interfaces on consumption may not have baseline
data on user attitude towards the recommender or brand. Accordingly, there is an increasing
need to develop standard suites of metrics and data sets to support such long-term impact
research.
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It is beyond the scope of this section to specify the contents of such a standard – rather
we make the case that researchers in the field should promulgate and evolve such standards
with a goal of converging to a relatively comprehensive set (and note that several other
sections of this article, including the section immediately following, propose partial solutions).
We suggest that some factors to consider include:
1. The challenge of identifiability of users in the context of such data, and therefore the

possible need for explicit informed consent. (Consider for example [7].)
2. The desirability of preserving not only user interactions, but also the system prompts

that lead to those interactions (e.g., recording displayed recommendation sets).
3. Recording a set of interval metrics on a regular schedule (e.g., periodic logs of consumption

properties, recommendation properties, logins, etc. for the past week). (Consider [49] or
[14].)

4. Developing a suite of general attitudinal and beyond-system behavioral survey questions
that can be administered regularly (subject to the appropriateness within the system
context).

5. If you want to measure change, do not change the measure. In order to avoid issues with
inconsistency over time, statistical validity, reliability across waves, bias introduction,
and introduction of confounds, the metrics used should be well-thought upfront and not
changed throughout the long duration of the study.

4.5.3 Social Behavioral Research with Long-term Impact

The collection of long-term data and their respective metrics, as discussed in the previous
section, can benefit from being informed by insights from social behavioral research. Some-
times we just want to be entertained (or distracted); other times, we want to develop a
new taste in music, improve our fitness through exercise, or pursue other long-term goals.
Our behavior is driven by both short- and long-term goals, but we often procrastinate and
prioritize immediate gratification, lacking the self-control to achieve our long-term aspirations,
goals and preferences. Many recommender systems are predominantly focused on fulfilling
such short-term immediate needs and desires, being optimized and evaluated only in the
short term. Furthermore, many recommender system goals are not only short-term but also
business-centric rather than user-centric.

In order to address long- vs. short- and user- vs. business-centric evaluation we look
from the perspective of the user and society. In particular, we discuss social science-informed
theories that explain user and societal behaviour to operationalize long-term impact metrics.
Next, we discuss how social sciences understand how long-term goals can be achieved and how
this informs the evaluation of long-term impact from the perspective of achieving long-term
goals.

4.5.3.1 Metrics from social sciences to understand and evaluate long-term interactions

Systems are learning about preferences and behavior while interacting with users over time
and thus have long-term impact. Companies optimize their recommender systems for business
metrics, but they do not necessarily account for other impacts (e.g. Netflix optimizes for hours
of viewing but is not aware if these hours are quality time or addictive binge-watching [18]).
Binge-watching, for example, has been studied in psychology and has been related to mood
regulation [73]. Hence, understanding how mood regulation works can inform the choice of
metrics to be used for measuring the impact of a recommender system.
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The choice of metrics is domain-dependent. Here we provide a non-exhaustive set of
theoretical concepts relevant to the impact of recommender systems on both individual users
and society. The concrete metrics used need to be adjusted to the specific domain. These
theories primarily draw from psychology and other social sciences. Furthermore, there are
additional relevant theories from economic, cultural, behavioral, and various other fields that
can also be considered to fully understand and measure the long-term impact of recommender
systems.

Individual user behavior can be better understood if we recognize that users differ
substantially in their personal characteristics. Some of these characteristics are hard to
change (e.g., personality) while some others can be affected by the exposure to recommender
systems. For example, the user’s level of expertise in a domain, their personality [78], their
decision-making style [6], and their need for autonomy/independence. As an example for
expertise, the Music Sophistication Index (MSI) [59] has shown to be a substantial factor in
understanding individual differences in user interactions with the music recommender [27].
On a more specific level, their momentary behavior will be affected by their attitudes, values,
and beliefs: these are relatively stable in the short term but might drift over the course
of time, potentially influenced by the interaction with a recommender system. There are
several models describing how these aspects influence current behavior, such as the Theory of
Planned Behavior [2]. In light of our perspective on long-term evaluation, this suggests that
measuring attitudes, beliefs and values on a regular basis might help us better understand
what is driving users’ long-term interactions with a recommender system. Similarly, users’
mood [79] or mental well-being might fluctuate over time and play an important role in their
interactions, and any measures that might capture these implicit or explicitly [84, 81, 83]
would be helpful in better understanding long-term interactions.

A special psychological construct relevant for recommender systems research is the
concept of user preferences. Recommender systems take user preferences as somewhat
stable and measurable, but psychological research has shown that people often do not really
know what they like and construct their preferences while making decisions [11, 34, 25]. A
recommender system thus also allows people to better understand their preferences, and as
the recommender system learns over time, the users might also learn about their preferences
from the interaction with the system. Moreover, research makes the distinction between
actual (current) preferences versus more ideal (value-based) preferences [54, 46], which is
directly related to the distinction between short-term and long-term goals, which we will
discuss in the next section.

Social theories are crucial in understanding the broader implications of recommender
systems on collective behavior and societal structures. These theories can, for example, help
understanding how public sentiment, political polarization, and education and awareness
might be impacted by recommender systems. Social theories and their analytical frameworks
can also help study the effects on societal tolerance, diversity, and potentially economic
inequalities or environmental sustainability. Concepts, such as cultural identity, social capital,
and civic engagement can also be examined, providing insights into how recommender systems
can shape or impact social norms.

Some impact metrics can be computed from logs (e.g., hours of reading news), while
others require more specialized instruments (e.g., measuring user sentiment toward a political
issue in news recommender systems). These instruments, such as lengthy questionnaires, can
be costly and time-consuming to administer. Therefore, a balance between accuracy and
scalability is essential. One option is to measure just a small sample of users and build a
predictive model for the remainder of the population under study. For example, asking a
couple of hundreds users to gather ground truth labels and then training a predictive model
from user behaviour logs.
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To measure how a news recommender system affects political polarization, one could
sample the current sentiment of the society on a regular basis (e.g., weekly) over a longer
period of time. The theories that inform the choice of the metric could be, for example, the
social identity theory [85] (in-group favoritism and out-group hostility) and the cognitive
dissonance theory [28] (reject or rationalize information that contradicts people’s beliefs).
These theories could lead to a choice of metrics, such as measuring the sentiment of people
towards in-group and out-group generated posts (can be computed from digital traces in
social media) or a questionnaire-based instrument that measures the cognitive dissonance of
users when/after being exposed to a certain news item.

4.5.3.2 Supporting short- and long-term goals of users

Psychology has studied extensively the conflict between short-term needs and desires and
long-term aspirations and goals and how to help people overcome their short-term desires to
focus on the long term. Models of behavioral change talk about different stages in which users
go from awareness to motivation to change to action (e.g., the transtheoretical model [69]).
Are we able to capture such stages in the data and develop metrics for them?

An effective approach to achieve long-term goals is to break the long-term goal into
smaller and attainable short-term goals. Such short-term goals have a prospect towards
attaining the larger long-term goal, but most recommender systems do not have a notion of
a long-term goal being behind the interaction / behavior of the user. Some exceptions are
Rasch-based recommender systems [75, 72] and other approaches [82, 10], which models the
user’s ability and item difficulty, allowing the system to recommend items that are within
their ability, thus allowing for smaller short-term goals (I can run 5km now) to be achievable
and to develop towards attaining long-term goals (I want to run a full marathon). In any
case, recommender systems might need to be aware of such long-term goals, and it is quite
likely that we cannot learn about such goals by just observing user behavior with the system.
A conversational approach between the system and the user might be needed to make sure
that what the recommender system is learning about the user reflects the user’s longer-term
goals. But how should the system communicate to the user what it learned and based on
what metrics? There is an opportunity to develop algorithms that take into account the
balance between optimizing for short-term (attainable) goals while still being on track to
achieve users’ long term goals. What metrics would we need to optimize for both?

There is an inherent temporal aspect in distinction between long- and short-term goals.
Long-term goals are by definition more into the future, though they might influence current
(short-term) decisions. Research on inter-temporal choice shows that we devalue future gains
and prefer immediate rewards over delayed ones and that users need to have awareness of
their future goals to overcome this, for example by changing their perspective. For example,
we can prevent people from procrastinating by making the goals explicit, making people
think more about their future selves, or reserving their mental queries [44]. How can we
build recommender algorithms that support such strategies, that can recognize items that
satisfy long- and short-term goals and based on what metrics?

4.5.3.3 Cross-fertilization between social science research and recommender systems
research

Better measurement and modeling of long-term interactions between users and recommender
systems also offer opportunities for cross-fertilization between social science disciplines and
recommender systems research. For example, social science research in behavioral change has
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shown to have limited practical impact because often studies are designed for understanding
and theorizing rather than really helping users move forward. Actual intervention studies
are typically done on a much smaller scale compared with large-scale recommender systems
experiments. Moreover, these studies typically do not use highly personalized interventions,
as they lack the (long-term) behavioral data and algorithm expertise to do so. The outcomes
from better long-term recommender systems evaluation studies can inform future intervention
studies. Furthermore, recommender systems researchers could team up with domain experts
to build multidisciplinary teams to combine the strengths of both worlds.

4.5.4 Long-term Impact in Practice

When designed and implemented thoughtfully, recommender systems can create significant
value for their users, providers, and other stakeholders. In this section, we discuss the
long-term impact of recommender systems in practice. We first outline the most common
(short-term) metrics used in the evaluation of recommender systems, and the potential pitfalls
of using these metrics regarding the long-term effects. Going from there, we discuss what
more ambitious recommender systems could entail and why, in practice, this may (still)
include short-term metrics to measure the performance towards long-term goals. Finally, we
conclude this section by discussing some examples of recommender systems research wherein
long-term and longitudinal aspects have been considered.

4.5.4.1 Current Challenges: Unintended Impacts of Short-term Metrics

Typically, recommender systems are used in domains where there is an abundance of products
or items, helping users discover new content that they might not have found otherwise. This
way, not only do the most popular items get visibility, but the long tail of less popular items
and niche content can also find its way to its specific audience.

Ideally, recommender systems are beneficial for the long-term goals of its providers,
improving overall engagement, retention, and increased revenue for commercial providers [23].
In practice, recommender systems are often optimized using several short-term metrics
focusing on immediate user interactions and engagement. Unfortunately, such short-term
focus does not necessarily correspond with long-term benefits or might even become harmful
for it. Here are some example metrics commonly used.

Clickthrough Rate (CTR): One of the most commonly used metrics that measures the
percentage of recommended items that are clicked by users. It is a direct indicator of
how engaging or relevant the recommendations are perceived to be. Systems optimized
for CTR, however, can suffer from clickbait. These are recommended items that typically
have sensational or misleading titles or images designed to attract clicks. While such
content might generate high immediate engagement, it is typically low in quality and
does not provide lasting value to users. This can significantly degrade the overall and
long-term user experience on the platform. Moreover, such clickbait is likely to result in
a feedback loop where the recommender system will put even more emphasis on such
sensational content, limiting the diversity of content that users are exposed to.
Conversion Rate and Monetary Value: This metric tracks the percentage of recommenda-
tions that lead to a desired action, such as making a purchase, signing up for a service, or
the economic value that it brings. Conversion rates are typically used for e-commerce and
service-oriented platforms. Recommender systems optimized for conversion or monetary
value might put too much focus on high-price or high-margin items, which might not be
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the most optimal choice for long-term monetary value. For one, this metric does not take
the post-purchase experience into account and users could lose trust in the system in the
long term.
Immediate User Feedback: This can include thumbs up/down, star ratings, shares,
comments, or any other form of quick feedback that users provide after interacting with
recommended items.
Session Duration: This measures the total time a user spends on the platform during a
single session. Longer session durations typically indicate that the recommendations are
engaging users effectively. Although session duration is very closely related to CTR, it
could improve the quality of the recommended content, as CTR alone does not capture
the time a user eventually spends on the clicked item.
Bounce Rate: The percentage of users who leave the platform after viewing a single
recommended item. A lower bounce rate suggests that users are finding value in the
recommendations and choosing to explore more content.
Item Coverage: This measures the proportion of the catalog that is recommended over a
period of time. Higher item coverage indicates that the system is leveraging a broader
range of available content, which can be beneficial for both users and content providers.
This is one of the main strengths of recommender systems, activating the long-tail of the
catalog and matching niche items to the users interested in it [41].
Hit Rate: The proportion of times the recommended item is the one that the user interacts
with. This is a straightforward measure of the accuracy of the recommendations.

These metrics are essential for understanding how well a recommender system performs in
the short term and are often used to guide iterative improvements and A/B testing. However,
while these metrics are useful for immediate optimization, they all share the risk of reduced
content diversity, and pressure on content creators and vendors to optimize their offering
solely to boost the used metric.

Apart from content diversity, there are significant risks of several other long term effects
that need to be considered when deploying a recommender system.

Filter Bubbles, Echo Chambers, and Polarization: Recommender systems can create filter
bubbles, where users are only exposed to content that reinforces their existing beliefs.
This can lead to echo chambers, reducing exposure to diverse perspectives and potentially
fostering polarization [57, 5, 65].
Addiction and Overuse: Systems optimized for short-term engagement can encourage
excessive use, leading to addiction. This is particularly concerning on social media and
video streaming platforms, where the continuous feed of recommended content can lead
to unhealthy consumption patterns.
Bias Amplification: Recommender systems can amplify existing biases present in the data.
For example, they may disproportionately recommend content from certain demographic
groups or types of content, reinforcing societal biases and inequalities.
Privacy Concerns: Long-term data collection for improving recommendations can raise
significant privacy concerns. Users may become uncomfortable with the amount of data
being collected about their preferences and behaviors over time.
Content creators: Recommender systems can skew visibility and revenue opportunities
towards already popular content creators, making it harder for new or niche creators to
gain traction (see also Section 4.4. This can lead to a lack of diversity in the available
content and reduce the overall variety and innovation within the content ecosystem. This
situation limits the exposure of different types of content and discourages new creators
from participating, which negatively affects the richness and dynamism of the platform.
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User Manipulation: By optimizing for engagement or sales, recommender systems might
manipulate users into behaviors that are not in their best interest, such as overspending
or engaging with misleading information, or even causing emotional impacts [80].
Reduced Serendipity: Over time, users may be less likely to encounter unexpected or
novel content that could enrich their experience, leading to a more monotonous and less
stimulating interaction with the platform.

4.5.4.2 Can we do better? More ambitious recommender systems

Given the problems stated in the previous section, we suggest taking a more ambitious
approach to evaluating recommender systems in practice. In this section, we discuss what
more ambitious recommender systems could entail and in the next section, we go into more
detail of how to proceed with implementing such goals in practice.

In this pursuit, those who are responsible for the roadmap of these systems should
recognize the relevance of these long-term objectives. Within the domain of science and
technology studies, the social construction of technology (SCOT) emphasizes the notion that
technological systems, such as recommender systems, are influenced not solely by technical
elements but also by social processes and human decision-making [47]. In the context of
recommender systems, this perspective highlights that these algorithms are designed and
implemented based on specific choices made by developers, product managers, and other
stakeholders [74].

While public discourse often portrays (the impact of) recommender systems as inherently
“bad” or problematic, for example, the highly popularized filter bubble hypothesis by [65],
this SCOT lens reminds us that the perceived issues or biases in these systems stem from
the underlying human decisions and values embedded in their design and development. In
other words, recommender systems do not operate in a vacuum but reflect the priorities,
assumptions, and trade-offs made by the individuals and organizations responsible for their
design and implementation.

However, this does not imply that there could not be any (positive or negative) unintended
consequences. For example, as pointed out by [87]: “a recommender system designed to
serve its customers may unintendedly (and systematically) contribute to filter bubbles and
echo chambers [...] although that was never intended by its designers.”

Apart from these unintended consequences, a goal-oriented recommender design in practice
is informed by answers to the questions:

“What kind of recommender systems do we want to develop?”
“What kind of objectives do we want to achieve?”

This is where it gets challenging. To answer these questions, one should have a thorough
understanding of both the specific domain and the various purposes that may or may not be
achieved by using recommender systems.

In most cases, stakeholders either are domain experts or recommender systems experts.
These domain experts have the knowledge to define the long-term goals, which should then
inform the evaluation criteria of the recommender system. In practice, this translation
from “goals” to “metrics” [35] is a joint effort by domain experts and recommender systems
engineers, which is mediated by product owners who facilitate the interaction between these
stakeholder groups. In this effort, it is essential that each of these stakeholders is informed
about the range of possible long-term goals of these systems. This is to ensure that they
are not constrained by the narrow range of objectives that have been dominant thus far in
recommender applications in practice, as previously outlined in this section.
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To build a broader, or more ambitious, understanding of such long-term recommender
goals, practitioners may rely on examples discussed earlier in this report or recent surveys [37,
36]. Additionally, a north star in this context could be the UNESCO four core values (Ethics
of Artificial intelligence) [86] (See also the discussion of values and goals in Section 4.4.2):

Human rights and human dignity – Respect, protection, and promotion of human rights
and fundamental freedoms and human dignity
Living in peaceful – just, and interconnected societies
Ensuring diversity and inclusiveness
Environment and ecosystem flourishing

While these should be the guiding stars for all AI technologies, optimizing for or even
understanding how one system can impact these values might not be easy. Instead, we
propose to focus on more specific goals in their respective domain. In the following section,
we will look at more specific cases.

A currently open question is: What are the effects of the explosion in social media usage
and the new online lifestyle? However, most research [32] seems to indicate that the current
level of addiction should be limited, especially for young people but also for the population in
general. It is, therefore, prudent that recommender researchers and engineers start thinking
about the long-term impact of their systems.

Monitoring how the users are progressing towards the long-term goal could be done simply
by asking the user. For example, Duolingo has done extensive work to understand how to
measure long-term effects with short-term metrics [30] and adds quizzes and review exercises
to understand the progress of its learners better [68].

Another approach could be to request domain experts to define measurable proxy metrics
in a shorter time frame, enabling the engineers to optimize the system accordingly. For
example, focusing on customer lifetime value could simply be reduced to optimizing users’
chances of returning to the platform [30].

There is often a discrepancy between ideal and actual preferences among users and
providers of recommender systems. For instance, while the nutritional benefits of broccoli
are well known, recommending it may diminish trust in the system because users may prefer
crisps instead. To ensure long-term effectiveness, recommender systems should prioritize
optimizing for long-term goals. In the aforementioned example, instead of consistently
suggesting crisps, an optimization strategy could be to gradually increase the instances where
the user selects the ideal choice without causing them to abandon the platform.

Similarly, one might also consider the addiction-like problems that users experience with
social media platforms, where the platforms’ optimization criterion is to keep users engaged
as frequently and extensively as possible [32]. Instead, these social media platforms could set
goals to encourage and support physical meetings and events. Could it even be advantageous
for these platforms to have users spend shorter but more focused time on their platforms?
This approach could provide a more effective platform for marketing, as it might engage
focused users rather than relying on the large percentage of mistaken clicks that currently
inflate the platforms’ metrics. The success of such an approach could be measured with
check-in-like features that allow users to demonstrate that they met in person.

Social media has also become many people’s main news source, giving a unique chance
to provide complete news coverage not only covering many diverse stories but also with
opposing views of stories (from different newspapers), ensuring that a user gets exposed to a
wide set of topics. While it might not be possible to provide opposing views of stories for
a single newspaper, they could still adopt similar goals. Editors should define their overall
coverage goals, and a short-term metric would be to optimize so that users would get as
complete coverage as possible.
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4.5.4.3 Proxy short-term metrics for long-term goals

One of the biggest challenges for businesses today is to define the tests that will allow them
to understand long-term impacts better. In practice, the first task would be to define these
long-term goals and align those with the stakeholders. The long-term goals should then be
translated into Overall Evaluation Criterions (OEC) to ensure they are measurable [50]. As
these long-term goals often require measurements across a longer period of time, one might
be tempted to suggest that online tests should simply run for longer. However, often, that
obstructs other goals of stakeholders, and even if allowed, this does not come without its
pitfall either [16].

Another more feasible approach is to create a set of short-term proxy metrics that will
enable performance measurement towards long-term goals but in short-term feedback loops.
Using proxy metrics is not always straightforward, as described by [63]. It is, therefore,
important to capture the proxy metrics and compare them with the long-term goals at
intervals and monitor the overall system to ensure that using these metrics won’t hurt the
system.

Research shows that diversifying recommendations increases the user experience. This is
not the best strategy when optimizing for short-term goals, but by diversification, the system
learns new user preferences [82], and even if it might result in lower short-term performance,
it will be a good investment for the system’s long-term performance.

Lastly, most metrics reported only look at the positive increase, but this can very well
hurt minorities, as they might be hurt badly by changes, which might still go into production
because an A/B test is considered successful. Similarly, another metric seldom considered
is the churn rate of users who receive recommendations that affect them to the point that
they leave and never return. Most short-term metrics optimize for positive reactions, while
bad recommendations are never tracked and monitored. Not doing this will eventually lead
to a loss of users. Returning to the examples of broccoli vs. crisps, it is important to show
recommendations for broccoli to encourage healthy behavior, but not to the level that makes
users not return to the platform.

4.5.4.4 Examples of long-term impact research

This section presents few examples from the recommender systems literature wherein long-
term and longitudinal aspects have been considered when assessing the impact of the
recommendations. First, there are presented works employing two different methodological
approaches, simulation-based environments and longitudinal user studies. Then, examples
of studies which consider specific scenarios emerging from continuous interactions with
recommender systems are described: feedback loops, impact of content diversity, and rabbit
holes.

Simulation based-environments, such as Agent-based Modelling (ABM) has been
employed to explore the long-term impact of recommender systems on various aspects [1]. [88]
focus their efforts on simulating users’ consumption strategies, demonstrating how, through
reliance on recommendations, individuals might inadvertently contribute to a decrease in
overall variety over the long term. [89] utilize ABM to investigate the impact of preference
bias – the distortion in users’ self-reported ratings resulting from recommendations – on
the effectiveness of recommender systems. Specifically, they demonstrate how the system’s
performance can be adversely affected by the introduction of user-rating-induced bias,
potentially compromising the overall variety of recommended items. [39] concentrate on
the analysis of recommendation techniques through an iterative approach, where users are
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presumed to engage with a particular portion of the recommended items. They demonstrate
that, in terms of recommendation dispersion and coverage, several systems evaluated exhibit
an increased concentration over time. Employing a similar methodology but focusing on
session-based recommender systems, [26] uncover similar findings concerning spread and
coverage.

Longitudinal user studies are quite rare in recommender system research, due to the
large amount of resources and time needed in order to gather data on the interactions between
users and systems. An eight-week longitudinal study between subjects has been conducted by
[15], designing an app where participants received personalized recommendations for physical
activities and guidance to minimize sedentary behavior. In the work by [33], the impact
of personalized recommender systems is examined. The system provides visual feedback
and recommendations based on individual dietary behavior, phenotype, and preferences.
By employing quantitative and qualitative measures over a 2-3 month period, the study
demonstrates that the system positively impacts nutritional behavior as measured by the
optimal intake of each nutrient. In the music field, [53] present a longitudinal study,
focusing on users’ exploration behavior and change in behavior after employing a music
genre exploration tool for four sessions across six weeks. [67] present the outcomes of a
12-week longitudinal user study, involving participants who received daily music diversified
recommendations. By analyzing their explicit and implicit feedback, it is demonstrated that
exposure to particular levels of music recommendation diversity in the long-term may impact
listeners’ attitudes.

The decisions made by recommender systems can shape user beliefs and preferences,
which subsequently impact the feedback the system receives, thereby establishing a long-term
feedback loop. [42] provide a theoretical analysis of the relationship between feedback loops,
echo chambers, and filter bubbles. [13], through the simulation of various user engagement
models with recommender systems, demonstrate the influence of feedback loops on the
homogenization of users’ behaviors. [56] design a model to iteratively analyze the feedback
loop, showing how it may be responsible for a decline in aggregate diversity. Focusing on the
long-term impact on exposure, [21] discuss how recommenders may exacerbate the rich-get-
richer effect, strengthening exposure inequalities. Challenges derived from the presence of
feedback loop are also common in industry settings, and [85] show how to address long-term
feedback loop emerging issues by using an offline evaluation framework.

Content diversity has been at the center of attention of numerous studies due to its
relationships with filter bubbles and echo chambers, among the undesired long-term impacts
most researched in the recommender system literature [57]. [8] employ numerical simulations
to model user decision-making processes, offering an explanation for the findings of a prior
study by [60] on the impact of recommender systems on content diversity. In the original
work, the authors found that users engaging with the provided recommendations consumed
more diverse content compared to those who did not. [8] corroborate these results, but they
also report an increase in user homogeneity – a decrease in aggregate diversity. Similar
results are presented also by [3], who observe a connection between recommendations and
long-term reduction of diversity. The narrowing of the range of content to which users
are exposed is also relevant when the pathways that recommender systems define lead
to the consumption of polarized content – eventually contributing to user radicalization –
creating what are nowadays commonly referred to as rabbit holes [64]. Under this lens,
YouTube recommendations are examined in the work by [70] and [22] in the context of user
radicalization.
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4.5.5 Towards More Rigorous Experimental and Empirical Research in
Recommender Systems

4.5.5.1 Introduction and Motivation

The goal of experimental and empirical research is to contribute new knowledge that future
researchers and practitioners can use and build on with confidence. Fields of research
generally rely on two mechanisms for ensuring that proposed contributions deserve that
confidence:

Peer review – the evaluation of work by other experts in the field
Standards – the adoption of practices viewed as best practices for research

Consider, for example, a medical researcher who wants to test whether high doses of
vitamin C affect the incidence of influenza among people who take it. Standards exist for
clinical trials to constrain the methods (e.g., protocol development, funding approval, protocol
registration, a double-anonymous, placebo-controlled, random assignment trial) and the
parameters of the experiment (e.g., through power analysis and pre-determined significant
effect sizes) [58]. A peer review process would likely be applied twice – once beforehand of the
study design (either as part of a funding decision or as part of human subjects ethics review),
and then again afterward on the final manuscript. Even then, standards of publication would
ideally ensure that sufficient detail be included in the publication to support both replication
and later meta-analysis for assessing the impact of previous research studies.

In recommender systems, like many other computer science-related fields, in contrast to
the medical domain mentioned above, our mechanisms for ensuring confidence in results
have been more limited. We have peer review prior to publication, and have numerous
best practice guidelines published (e.g., [14, 48, 49, 38]). We also have ACM guidelines for
conducting studies with human subjects and the need for institutional IRB. But there are
no accepted or agreed on standards for reporting results, no pre-review of experiments (as
a way to demonstrate that the hypothesis, approach and analysis were planned in advance
and not shaped by data as they emerged), and rarely any mandate to authors or reviewers
to reference best-practice guidelines as part of publications and their review. We should
note that recommender systems research benefited significantly from this flexibility in its
early years. Exploratory work like the early recommender systems implementations needs
rapid exposure more than iterative refinement. Indeed, there still is and always will be
highly exploratory new work. But we believe that the majority of research in the field
is incrementally advancing the science and practice of recommender systems and would
therefore benefit from increased focus on rigor.

In this section, we make recommendations aimed at improving research rigor and the
confidence with which research results can be applied. While some of these recommendations
are general and can apply to any empirical or experimental research, we focus primarily on
high-cost research (such as longer-term and large-scale experiments, but also computationally
expensive multi-dataset experiments and simulations) where peer review of research design
may help address study design problems in a timely and cost-effective manner.

4.5.5.2 Case study of our proposed approach: Special Track for Registered Reports

Overview and structure. This track would serve as an implementation of registered reports
for ACM Transactions on Recommender Systems (TORS) and would serve as an example
to evaluate for possible future implementation in other venues including the ACM RecSys
conference. The concepts of registered reports and preregistration have been popularized in
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health and social science fields (in part in response to concerns about the replicability of
prior published research); see [31, 9, 61, 62, 55, 66]. The key element of registered reports is
the separation of research and peer review into multiple phases. The researcher designs a
study and writes up that design (the research protocol or plan), then peer-reviewers review
that design (perhaps requiring changes). Only after the design has been accepted does the
researcher carry out the study followed by a more streamlined peer review of the resulting
publication. The goals and benefits of this mechanism are twofold:

Reduce the risk of experimenters changing their designs as an experiment proceeds to
steer towards positive results (e.g., “gee, it doesn’t seem like click-through is improving,
let’s look at some other metrics”).
Ensure the design will inspire confidence in the results by using peer feedback to modify
it before the study (which is cheap) rather than delaying peer feedback until afterwards
(when it is expensive or impossible) (e.g., “gee, this would have been a really good study
if you’d pre-tested all your users before they experienced the recommender – can you go
back and do that?”)

In this section, we outline the intended scope for this track, instructions for researchers
and reviewers, and notes on how the track would operate. TORS already has publicized its
willingness to publish registered reports, and this proposal has been developed in consultation
with the editors. We should note that we advise recruiting a carefully-selected set of proven
reviewers and editors to launch this track as its success depends heavily on the quality and
timeliness of reviews and the researcher experience.

Intended Scope for this Track. These are research studies that submit proposals (detailed
experimental justification and design) prior to conducting the study. The submission for
this track is not intended to be the primary form of publication and review.
Instead, this serves as a platform for high-effort and high-cost work with the
anticipation of high-value outcomes. In some ways, this approach echoes the dissertation
proposal model of PhD programs, aiming to inspire confidence in PhD students to tackle
significant questions over an extended period (typically 4-6 years) with proper feedback
and assessment. It is also closely related to registered reports and some practices from the
medical field (clinical trial reports).

What type of submission may be expected for this track Example:
Large-scale user experiment to evaluate the impact of different recommender techniques
Longitude studies to investigate the long-term impact of recommender system design
Expensive and/or time-consuming dataset-based studies

What type of submission may not belong to this track Example:
Experimental studies that have already conducted experiment and obtained the results
Studies that perform typical offline evaluations of new proposed recommendation tech-
niques on one or more datasets
Studies that propose new evaluation methods or new metrics as their primary contribution

Submission Guideline for Researchers. In this Registered Reports track, we encourage
researchers to submit proposals for experimental protocols, including detailed experimental
justification and design, prior to conducting the study. This aims to collect peer feedback to
help researchers ensure the appropriate design before conducting the high-cost study. To
enable reviewers to provide constructive feedback on the experimental design, researchers
need to cover the following points in the submission:

Clearly indicate the motivation and objectives of conducting the planned research grounded
in the understanding of prior work in the field
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Present specific research questions and/or hypotheses (including the primary hypothesis
and secondary hypotheses, etc). in the planned research
Provide a thoughtful review of the background/context of the research, including the
applications, techniques that would be used, and/or the stakeholders that are expected
to be involved.
Present detailed methodology for the planned research

Present methods/theories/techniques/applications that are appropriate to the research
questions, hypotheses, and questions, and justification for the used methods.
Describe the selection of appropriate measurement/metrics for the experiment, includ-
ing behavioural measurements and psychometric measurements.
Clearly state the proposed study design of the research, including consideration of
study design factors such as randomization, assignment, experimental tasks, data
collection methods, etc; explain why the particular study design has been chosen in
preference to other possible designs (i.e., justification for the choice of study design).
Describe the procedure for conducting the planned experiment, including
∗ Recruitment of participants
∗ Randomization, assignment, and bias mitigation (e.g., how to manage dropout and

resulting bias which may be present in longitudinal user studies).
∗ Study procedure, e.g., what will happen to participants once they are enrolled in

your study, how to collect and process data. (Please note: if there are any points
in your study where you plan to check interim results and possibly make changes,
these must be planned explicitly in this proposal. Changes that are not anticipated
in the proposal will result in the study not being acceptable for publication.)

∗ Data collection, e.g., how the data will be collected to answer the research questions
and verify the hypothesis of the study (e.g. questionnaire, behavior data logged in
the systems)

Describe the statistical considerations and data analysis methods.
∗ Having a prior estimate of effect sizes, power analysis, and what would constitute

meaningful and significant results;
∗ Stating a specific statistic or method that would be used for analyzing the data

being collected. This may be dependent on the data collected, but we do not want
fishing around for results.

Expected outcomes from the research and a brief plan for results report
Expected outcome may describe what deliverables (e.g., artifacts, impact of studies
techniques on individual users) would be provided in the results
In terms of results reporting, a brief plan may include how to follow best practices
for how the results will be calculated and reported (e.g., how do you handle cases
where the algorithm makes no recommendation or prediction; how do you compute
population means across individual metrics)
Be specific about datasets and statistics to be released. The goal should be to provide
sufficient information to support both replication studies and the use of your results
without the need for replication.

A timeline for the planned research experiment, detailing the schedule from design to
completion and publication, or termination under reasonable conditions and within an
appropriate time span.
Consideration of ethics and best practices for responsible treatment of participants and
stakeholders.
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For example: it is not often appropriate in many domains to assume long-term goals
for participants rather than allowing participants to articulate their own goals.
Benefits for participants in participating in the studies (if any)
Safety concerns: provide adequate information on how the safety of research participants
will be ensured (if the research may induce some risks to participants).

What happens next? Your proposal will be reviewed by a set of experts. Possible results
of the review are:
Accept. This paper will be accepted for publication if you carry out the research in accordance

with the proposal. Please remember that you cannot change the research design along
the way – any changes would either need to be submitted as new proposals (with the
experiment re-starting) or would result in a paper that you would need to submit to a
different track or venue.

Accept with Conditions. This paper will be accepted for publication if the results meet
the conditions provided by reviewers. Typically this type of acceptance is used when a
proposed study would only make a significant contribution to the field if certain results
are found, but not if they are not found.

Revise and Resubmit. The reviewers feel your proposal has merit, but require changes to
it. Please address those changes (typically method changes or preliminary work) and
resubmit.

Reject. The reviewers do not feel your proposal is suitable for this track. This could be the
nature of your work, the expected results, or other reasons. We encourage you to consider
whether this work should be pursued, and if so to submit it to a different venue or track.

If your proposal is accepted (with or without conditions), it will be published as part of
the TORS registered reports registry. [Note: It is an implementation detail to be determined
as to whether that registry is part of the ACM DL or uses an external site such as COS.]

Instructions to the reviewers. Thank you for agreeing to review in the Registered Reports
track for ACM TORS. Registered reports are research studies where the study design is
evaluated prior to conducting the research.
Guidelines for Reviewing Registered Report Submissions
The intent of this model is to improve the research studies (by improving the design while it
can still be changed) and in turn produce more rigorous, reliable studies. Another goal is to
improve the experience for authors who can get timely feedback and avoid wasting time on
work that would not meet publication standards.

As a reviewer, you will be asked to perform a pre-review of research designs. For those
designs that receive favorable pre-review, you may also be asked later to review the final
paper submissions (post-review) to verify that the work adhered to the design and me the
criteria for the review.

We want to note up front that registered reports are not necessarily appropriate for all
types of research. They are generally most appropriate for high-effort research (such as
experimental studies) that are designed to produce reusable research results. Exploratory
studies, quick studies, case studies, and other forms of research usually don’t fall into this
category. There will be an opportunity to provide feedback to the editors if you feel a study
shouldn’t be reviewed using this model.
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Instructions for the Pre-review Phase
You have received a research proposal for pre-review. At this stage, we are asking you to
evaluate a proposed research study, looking both at the research value of the study (and its
possible results) and at the appropriateness of the methods proposed to carry out the study.

Please remember that this review process is intended to be both evaluative and formative.
We are relying on you to exercise judgment about whether the proposed work can reasonably
be expected to result in a significant contribution to the Recommender Systems research
literature. At the same time, we are also asking you to guide the proposers of the work to
methods that would give you (and other experts) confidence in the results and the ability to
use them. There are four possible outcomes for a pre-review:

Reject. This should be used whenever the proposed research would not be viewed as
having sufficient value to warrant publication, even if it were carried out perfectly with
the best possible results. It also should be used if someone proposes a study that is so
seriously flawed that it cannot be fixed through improvement in the design.
For example, work proposing a study to show that using a k-nearest-neighbor collaborative
filtering system to achieve comparable user-perceived recommendation quality to an SVD-
approximating recommender might well be rejected on the grounds that there are already
many papers published showing that result, and that it is not an interesting result.
Similarly, work that proposes to show that recommender systems increase overall wellness
who proposed to test this using the MovieLens 1M dataset may be rejected on the grounds
that it is clear the dataset has no wellness data (and is de-identified). A key message is
that it is not the reviewers’ responsibility to design a study for researchers who propose
an interesting question but lack a close-to-correct method.
Revise and Resubmit. This should be used when the proposed research could produce
results that are interesting and valuable to the field, but there are issues in the proposal
that need to be fixed to make the study correct. These issues should be substantial (this
is not a place to edit writing), but examples might include: an inappropriate experimental
design (failure to counter-balance assignments in a within-subjects study), lack of sufficient
detail to understand and evaluate a design, lack of needed preliminary work to inform
the design (e.g., lack of effect size estimation of power analysis). The narrative of such a
review should help the proposer understand what they need to fix, including references
to best practices or methods papers or handbooks where appropriate.
Conditionally Accept. This result means that the proposal is accepted, but the
resulting research will only be published if the research study and results meet certain
conditions. The most common condition will be a “one-way” acceptance for a paper testing
a research question or hypothesis that is only interesting in one direction. For example,
if someone were to propose to experiment with a recommender system to show that
replacing 80% of the ratings with random numbers would not diminish user satisfaction,
that might be very interesting and novel if they indeed find that user satisfaction is
undiminished. But it would not be publishable if user satisfaction diminished, since that
would be consistent with expectations from prior research. If a proposal is conditionally
accepted, the Associate Editor will work with the reviewers to come up with a single
comprehensive set of conditions for later publication.
Accept. This result means that the research proposal is accepted and the results
should be published, whatever they are, as long as the study is successfully completed
in accordance with its design. For example, consider a well-designed study to see what
balance of LLM-chatbot vs. top-k collaborative filtering interaction users select when
given a system that offers users both simultaneously. Reviewers may determine that
the result is interesting whatever the balance of usage turns out to be. In this case, the
researchers now know that they simply have to conduct the study to have it published.
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These guidelines cover both the pre-review and post-review phases.
Instructions for the Post-review Phase
The post-review phase starts when a research study that has received an accept or conditional
accept has been completed, the paper is written, and it is time to move towards publication.
At this stage, your job as a reviewer is no longer to evaluate the research question or design,
but simply whether the research was conducted as agreed, whether the paper as written
has all of the elements needed for the work to be adequately documents, and in the case of
conditional acceptance, whether the conditions have been met.

At this stage, the possible review outcomes are:
Reject. A paper with a conditional acceptance did not meet the condition in a manner
that cannot be remedied. For example, if the results are negative and the condition was
to accept only with positive results, it should be rejected. Also, reject is an appropriate
result when the researchers did not carry out the study as designed. In both cases,
researchers could re-submit to another venue that might find merit in what was actually
accomplished in the work.
Revisions Required. A paper that is incomplete or that has remediable issues (that
does not require revising the experimentation, but might include changes in writing or
analysis). This would be the appropriate review result for a paper that failed to include
enough detail in the paper (together with the published protocol) for replication or future
meta-analysis).
Accept. This is an indication that the study was conducted according to the published
protocol and the resulting paper adequately documents the study and results.

4.5.5.3 Discussion – Challenges to Address in Making this New Model Succeed

In the Registered Reports track, submission approval primarily emphasizes the significance
of the research questions and soundness of the research protocol, in alignment with open
science principles, rather than the study results. This model is different from the traditional
model of publication in most conferences and journals within the recommender system and
computer science fields. Therefore, it might require community efforts and time to evolve this
initiative to enhance research rigor. By looking at Registered Reports initiatives reflecting in
other fields [12], we might foresee challenges in successfully implementing this new model.
At the forefront of our considerations are the following:

Enhance awareness of open science in the whole community In our research community,
as well as the broader computer science research community, only a few journals or
conferences offer Registered Reports. For instance, in software engineering research,
Registered Reports were first introduced in 2020 at the International Conference on
Mining Software Repositories [19]. It might take some time for researchers to receive the
necessary training and education to raise awareness and understanding of open science
principles and to understand the benefits of such initiatives. We hope this proposed
track can serve as a starting point for the entire community, fostering collective efforts to
improve research rigor.

Motivate submission of Registered Reports earlier enough The most obvious barrier to
Registered Reports is time. Researchers need to wait for peer review feedback and
approval before conducting their study and collecting data, which can be challenging
for those on short-term contracts or within short funding cycles. Additionally, students
and early-career researchers may need to acquire the necessary skills and knowledge
to write a registered report, potentially causing delays in submission and then study
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execution. While registered reports could benefit our research in the long run, we also
need to consider how to better support researchers at different stages in submitting their
registered reports early enough to address these practical challenges.

Ensure effective peer-review Another significant challenge is to ensure that the peer review
process functions well, as the benefits of this Registered Reports initiative highly depend
on it. This requires both the careful selection of qualified reviewers and successfully
engaging them in the review process. Currently, peer reviewers in the community are not
always trained to engage deeply with the experimental design and study procedure of the
submissions they reviewed. Additional training for reviewers may be necessary for this
new model, which might pose further challenges for editors in finding suitable reviewers.
To help address this issues, we may consider providing some form of credit for reviewers
who offer substantial formative feedback to authors in this model.
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Abstract
The Dagstuhl Seminar 24212 “Classical-Quantum Synergies in the Theory and Practice of
Quantum Error Correction” was held on May 20–23, 2024, and brought together 30 participants
from 13 countries. The seminar served as an interaction forum for senior and talented junior
researchers, crossing boundaries between classical and quantum coding theory, and related areas
of quantum technology and engineering problems. The topics covered by the seminar ranged from
models of quantum noise to the theory and practice of quantum codes, including fault-tolerant
error correction and fault-tolerant quantum computation, quantum error correction for specific
technology constraints or noise models, decoding aspects of topological and quantum LDPC codes,
and quantum error correction for scalable modular quantum computing architectures. The two
and a half day program of the seminar consisted of 14 invited talks, and five breakout sessions,
aimed at fostering an exchange of knowledge and viewpoints on challenges faced by quantum error
correction. This report briefly presents the background, the motivation, and the topics covered by
the seminar, and provides an overview of the invited talks and of three of the breakout sessions
that brought together a large number of participants.
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Background and Motivation: From Classical to Quantum Error Correction and
Fault-Tolerance

A fundamental consequence of the mathematical theory of information laid down by Shannon,
error correcting codes play a vital role in ensuring the integrity of data in systems exposed
to noise or errors. Classical error correcting codes were crucial to the success of modern
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communications and data storage systems (from the Internet to mobile, satellite, and deep-
space communications, and from disk to flash memory storage) and found applications
in other areas, such as pattern recognition, group testing, cryptography, or fault-tolerant
computing. Likewise, quantum error correcting codes are at the heart of all quantum
information processing, from fault-tolerant quantum computing to reconciliation in quantum
key distribution, quantum sensing, and reliable optical communications.

Computation in the presence of noise is a long-standing problem, going back to the
1950s and the celebrated works of von Neumann, Elias, Taylor, Kuznetsov, Winograd,
Cowan, Dobrushin, Pippenger, and many others. The first attempt to apply general error
correction techniques for the design of fault-tolerant computing systems is due to Elias
(Computation in the presence of noise, 1962), and one of the first attempts to derive
fundamental limits in fault-tolerant computing is due to Winograd and Cowan (Reliable
computation in the presence of noise, 1963). These works focused on fault-tolerant classical
(Boolean logic based) computation, prior to the advent of ultra-high reliability integrated
circuits based on complementary metal-oxide-semiconductor (CMOS) technology, but they
still inspire and resonate with current approaches to fault tolerance, e.g., to support the
ongoing miniaturization of the emerging data processing and storage devices (technology
scaling). In parallel, the last years have seen significant advances in the field of quantum
technologies, promising a disruptive impact in information and computing technologies. Basic
requirements for quantum computation have been demonstrated in various technologies,
including semiconductor or superconductor materials, photons, trapped ions, etc. Nonetheless,
for unleashing the full computational power that quantum computers can bring, a critical
task is to protect the quantum computation from the inherent quantum noise. The discovery
of quantum error correcting codes in the mid-90s paved the way to noise resilient quantum
computation, developed through the works of Calderbank, Shor, Steane, Sloane, Gottesman,
Knill, Kitaev, Freedman, Meyer, Preskill, and many others. The integration of quantum error
correction (QEC) into the quantum computation led to the development of the fault-tolerant
quantum computing framework, aimed at countering the effects of noise on stored quantum
information, faulty quantum preparation, faulty quantum gates, and faulty measurements.
Such an integration of QEC and fault-tolerance techniques in quantum computing systems is
key to the development of a universal large-scale quantum computer, achieving its expected
exceptional potential.

While classical and quantum error correction may be regarded as different paradigms,
involving different ways of thinking and to a certain extent different research communities,
it turns out that they are actually closely related. One may mention here the formalism of
quantum stabilizer codes, allowing notably to move from a continuous to a discrete model for
quantum error correction, among which of particular interest is the Calderbank-Shor-Steane
(CSS) construction of a quantum code from a pair of orthogonal classical binary codes. CSS
codes can be alternatively described as chain complexes involving three spaces, where the
boundary operators are defined (up to a choice of bases) by the two orthogonal classical codes.
This homological point of view is essentially the one adopted by topological constructions,
where quantum codes are produced based on cellular decompositions of surfaces (e.g., torus),
or higher dimensional manifolds. In parallel, the powerful machinery of abstract homological
algebra proved to be very efficient in providing new constructions of quantum codes, among
which of particular interest are codes with constant weight stabilizer generators, referred to as
quantum low-density parity-check (qLDPC) codes. The class of qLDPC codes encompasses
the above topological constructions, and is the only class of quantum codes known to contain
families of codes with both constant non-zero rate and non-zero fault-tolerant error-correction
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threshold. It is also worth mentioning here the recent constructions of asymptotically good
qLDPC codes (with constant rate and relative minimum distance), auguring for practical
constructions with increased error correction capacity or reduced qubit overhead. However,
unlike their classical counterparts, which are equipped with efficient message-passing decoding
algorithms, qLDPC codes are difficult to decode. The decoding of a qLDPC code requires
locating not a single most likely error, but the most likely equivalence class of mutually
degenerate errors (degeneracy is an inherent characteristic of any qLDPC code), which tends
to inhibit the convergence of message-passing algorithms designed for classical codes. Besides,
it is also worth mentioning that the time budget available to perform a single error correction
round varies with the quantum technology, but a first-order approximation is a period of
hundreds of nanoseconds. Hardware implementations meeting such a time constraint will
require massive parallel processing, which has to be enabled by both the structure of the
quantum code and the decoding algorithm.

To tackle these challenges, this Dagstuhl Seminar aimed at promoting interactions among
coding theorists, quantum physicists, mathematicians, and computer and hardware engineers,
to discuss achievements, strategies, and remaining gaps in the integration of QEC and
fault-tolerance techniques into practical quantum computers, towards a comprehensive and
mutual understanding of theory and engineering practice.

Topics Covered by the Seminar

Classical and Quantum LDPC codes. The quest for low-complexity decoders of classical
LDPC codes has resulted to the emergence of soft-decision iterative message passing decoders,
e.g., based on belief-propagation (BP) or min-sum (MS) algorithms. In the quantum case,
decoding a CSS qLDPC code boils down to decoding the two constituent classical LDPC
codes (e.g., assuming separate decoding of X and Z errors, which does not preclude taking
into account the possible correlations between the two types of error). In homological terms,
the goal of the decoder is to find the most likely chain (error) – or more specifically, the most
likely class of chains – corresponding to a given boundary (syndrome), where two chains are
equivalent if their sum is in the trivial homology class. Maximum-likelihood decoders exist for
the toric code (yet, their complexity is too high for practical applications), but they are out
of reach for arbitrary topological or qLDPC codes. Developing new approaches to accurate
and hardware friendly decoding of quantum codes is a crossroad of theory and practice,
and of classical and quantum coding. Presumably, classical-quantum synergies can provide
meaningful insights to the theory and practice of qLDPC codes. There are many examples
where the theory and practice of qLDPC codes may benefit from classical-quantum synergies,
such as devising optimized constructions for short qLDPC codes, improving the decoding
performance through modified message-passing or smart post-processing techniques, using
knowledge of quantum trapping sets to cope with the code degeneracy, devising machine
learning based decoding solutions, conceiving efficient decoding algorithms to exploit soft
information on measurement errors, or developing codes and decoding algorithms amenable
to single-shot error correction.

Particular challenges discussed during the seminar were broadly related to novel con-
structions of qLDPC codes and expanding properties of the associated graph, novel decoding
algorithms for topological and qLDPC codes, including message-passing based decoding,
tensor network decoding, and machine-learning based decoding, applications of quantum
error correction in various areas as quantum computing or quantum networks, and the design
of entanglement-assisted quantum codes.
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Fault-Tolerant Quantum Computation. Quantum memory with a topological or, more
generally, qLDPC stabilizer code can be implemented with repeated syndrome measurements,
where errors are detected by the difference between syndromes measured in consecutive
rounds. It is also worth noticing that a QEC with a sufficiently short syndrome measurement
cycle is needed throughout the operation of a quantum computer, and measurement circuits
have to be designed with fault-tolerance in mind, e.g., to prevent a single error to spread on
multiple qubits. More generally, when non-trivial gates are executed on the logical subspace,
detection events have to be chosen for each particular circuit. The gate error for the hardware
in use, as well as the specific choice of the circuit and of the detection events determines the
error model and the structure of the quantum error-correcting code that has to be decoded.
Pauli error channels associated with specific gates on specific qubits are most commonly used
for decoding. Actual error probabilities may also depend on the parameters chosen for each
qubit (e.g., working frequencies chosen for individual qubits in the case of superconducting
qubits), as well as variability of the manufacturing. Other important error types include
non-Pauli errors (decay, unitary errors, etc.), as well as leakage from the computational
subspace. Furthermore, with some hardware, syndrome measurement may contain additional
soft information about the measurement outcome. Taking such information into account
may dramatically improve the decoding accuracy. While in theoretical analysis such details
can often be ignored, in practice, for a quantum computer operating close to the threshold, a
relatively small improvement in the decoding accuracy can reduce the required overhead by
orders of magnitude, or even be required to attain fault-tolerance.

Particular challenges discussed during the seminar were broadly related to a variety of Pauli
error channels, including those derived from Clifford circuits with gate error models customized
for specific hardware, related unification of decoding protocols for qubit-based codes, decoding
using soft syndrome information, coherent noise and quantum error correction, subsystem
and Floquet codes, effective consideration of geometric and connectivity requirements, fault-
tolerant quantum computation, and fault-tolerant design of algorithms and protocols.

From Noisy Intermediate Scale Devices to Large Scale Quantum Computing. While
QEC is the only presently known gateway to reap the benefits of computational quantum
algorithms, a robust, scalable, and fully functional QEC technique that allows performing fault-
tolerant quantum computations has not been demonstrated experimentally yet. Arguably,
QEC is the only technology still lacking to realize a vision of useful large-scale quantum
computation. However, there are already a few demonstrations of the potential to protect
quantum information on noisy intermediate scale quantum (NISQ) processors based on
superconducting qubits, such as: i) the experimental implementation of distance-3 surface
code on the Zuchongzhi 2.1 superconducting quantum processor showing that by executing
several consecutive error correction cycles, the logical error can be significantly reduced after
applying corrections (Realization of an Error-Correcting Surface Code with Superconducting
Qubits); ii) the experimental demonstration that increasing the code distance leads to a
better logical qubit performance using an expanded Sycamore device with 72 transmon qubits
(Suppressing quantum errors by scaling a surface code logical qubit). NISQ technology may
serve as a first step towards demonstrating a certain number of QEC protocols, suitable to the
intermediate scale, but which in the long term may also have useful implications for large-scale
quantum technologies. Yet, in a large-scale quantum computer, the QEC decoder design
faces significant challenges, arising from the need to integrate various system constraints,
such as accuracy, bandwidth, latency, power-consumption, or scalability. QEC decoders need
to be powerful enough to accurately correct the quantum errors, fast enough to fight against
the qubit decoherence, energy efficient to meet stringent power-consumption requirements,
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and highly scalable to meet the needs of fault-tolerance. Achieving all these constraints is
extremely challenging, and might not be possible with existing solutions. Recent research
has focused on the design of hardware architectures capable of efficiently accommodating
QEC techniques, where considerations such as timing, latency, power, and wiring between
the quantum chip and the QEC processor take a prominent place, as they are critical for
creating a viable solution.

The main challenges discussed during the seminar ranged from low-qubit overhead fault-
tolerant schemes and efficient implementation of small QEC on NISQ processors to scalable
modular quantum computing architectures for quantum error correction and large scale
fault tolerance, while also considering software implementation of quality decoders, decoding
architectures that lend themselves to high-speed and low energy consumption, and recent
progress on the hardware implementation and prototyping of QEC decoders.

Organization of the Seminar

The seminar brought together 30 participants, both senior and talented young researchers,
from 13 countries (Denmark, Finland, France, Germany, Great Britain, India, Ireland,
Netherlands, Russia, Switzerland, Spain, Taiwan, and the United States), with research
expertise in relevant areas, e.g., classical and quantum coding theory, hardware architectures
and designs of error correcting codes, quantum information processing and software, fault-
tolerant quantum computation and fault-tolerant design of algorithms and protocols, quantum
technologies, and quantum computer architecture design.

The primary objective of the seminar was to foster an exchange of ideas on challenges
faced by quantum error correction, evolving through presentations as well as discussions
aimed at realizing the potential of a large community bring diverse viewpoints to the table.
In order to facilitate this, the two and a half day program of the seminar comprised a series
of 14 invited talks, organized in seven plenary sessions, as well as five time slots for breakout
sessions, giving more time for discussions and the organisation of ad-hoc working groups
(bringing together a large part of the participants). The main part of this report includes
the abstracts of all talks and three working groups.
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3 Overview of Talks

3.1 Pairwise Transversality of CSS Codes with Applications to Quantum
Networks

Alexei Ashikhmin (Bell Labs – Murray Hill, US)

License Creative Commons BY 4.0 International license
© Alexei Ashikhmin

Joint work of Mahdi Bayanifar, Alexei Ashikhmin, Dawei Jiao, Olav Tirkkonen
Main reference Mahdi Bayanifar, Alexei Ashikhmin, Dawei Jiao, and Olav Tirkkonen: “On Transversality Across

Two Distinct Quantum Error Correction Codes For Quantum Repeaters”, CoRR, Vol.
abs/2406.00350, 2024

URL https://arxiv.org/abs/2406.00350

In this work, we study the transversality of pairs of CSS codes and their application in
quantum networks employing second-generation quantum repeaters. Motivated by the
observation that different stations within a quantum link may encounter different types of
errors, we propose utilizing CSS codes tailored to the error models specific to each station.
Additionally, we suggest using [[n, k]] codes with k > 1 due to their higher efficiency compared
to codes with k = 1. Quantum networks require that quantum codes used at neighboring
stations possess pair-wise transversality. In this work, we establish sufficient and necessary
conditions for a pair of CSS codes to be non-local CNOT-transversal. We demonstrate that,
unlike the stringent constraints imposed by single CSS code CNOT-transversality, our case
requires less restrictive constraints. Further, we establish sufficient and necessary conditions
for a code pair to be CZ-transversal. Finally, we demonstrate that our proposed approach
yields significant performance gain compared to the conventional approach of employing the
same CSS code across all network stations.

3.2 Coherent Errors and Compass Codes
Kenneth R. Brown (Duke University – Durham, US)

License Creative Commons BY 4.0 International license
© Kenneth R. Brown

Joint work of Balint Pato, Judd Will Staples Jr., Kenneth R. Brown
Main reference Balint Pato, Judd Will Staples Jr., and Kenneth R. Brown: “Logical coherence in 2D compass

codes”, CoRR, Vol. abs/2405.09287, 2024.
URL https://arxiv.org/abs/2405.09287

Quantum error correction often considers Pauli noise channels where the errors can be
described as the random application of Pauli operators. Here we consider a coherent noise
channel where all the qubits experience a common rotation around the Z axis of an unknown
error. This error model can be studied numerically for the surface code using a transformation
from qubits to Majorana fermions. We extend this transformation to compass codes, gauge
fixings of the Bacon-Shor code, and develop a family of compass codes where we can
analytically determine a threshold rotation angle. We discuss the possibility for extending
this result to improve the analytic bound on the coherent error threshold for the surface code.
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3.3 Entanglement-Assisted Quantum Error Correction with Qudits
Shayan Srinivasa Garani (Indian Institute of Science – Bangalore, IN)

License Creative Commons BY 4.0 International license
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Joint work of Priya Nadkarni, Shayan Srinivasa Garani
Main reference Priya J. Nadkarni, Shayan Srinivasa Garani: “Non-binary entanglement-assisted stabilizer codes”,

Quantum Inf. Process., Vol. 20(8), pp. 1–68, 2021.
URL https://doi.org/10.1007/S11128-021-03174-1

Non-binary quantum states also called qudits inherently have a rich quantum information
content to be harnessed for applications within quantum communication and computing.
Further, qudit systems allow more-complex quantum computational architectures by simpli-
fying certain computational tasks and circuits. The use of pre-shared qudit entangled states
within a quantum transceiver system can increase the error correction ability of the system.
In this talk, we discuss the ideas behind entanglement-assisted quantum error correction over
qudits along with coding-theoretic bounds and encoding circuits.

3.4 Fault-Tolerant Quantum Input-Output
Ashutosh Goswami (University of Copenhagen, DK)

License Creative Commons BY 4.0 International license
© Ashutosh Goswami

Joint work of Ashutosh Goswami, Matthias Christandl, Omar Fawzi

Standard models of computation and communication concern the design of algorithms and
protocols that make use of black boxes, i.e. fixed input-output relations, such as oracles
or communication channels. The design of such algorithms and protocols focuses typically
on aspects of efficiency, both in terms of complexity and capacity. Whereas this focus is
justified in the classical realm, the noise in quantum encoding and decoding devices may
put the entire model in doubt; at the least, it will require the quantum designer to come up
with noise-robust procedures. In the context of quantum Shannon theory, such procedures
have recently been proposed (Christandl and Müller-Hermes, IEEE Trans. Inf. Th. 70, 282
(2024)). Working in Kitaev’s framework for fault-tolerant computation, we present general
criteria and tools for the fault-tolerant design of algorithms and protocols, which make use of
fixed quantum black boxes. Applications of our work can be found in the design of quantum
networks or the solution of quantum learning tasks.

3.5 Lowering Connectivity Requirements For Bivariate Bicycle Codes
Using Middle-Out Circuits

Mackenzie Hooper Shaw (TU Delft, NL), Barbara Terhal (TU Delft, NL)

License Creative Commons BY 4.0 International license
© Mackenzie Hooper Shaw and Barbara Terhal

Main reference Mackenzie H. Shaw, Barbara M. Terhal: “Lowering Connectivity Requirements For Bivariate Bicycle
Codes Using Morphing Circuits”, arxiv preprint, CoRR, Vol. abs/2407.16336, 2004

URL https://doi.org/10.48550/arXiv.2407.16336

Recent work by Bravyi et al. [1] proposed a set of small LDPC codes and corresponding
syndrome extraction circuits that achieve a similar logical error rate to the surface code
under circuit-level noise, but with a much denser encoding of logical qubits. The codes
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are part of a family of LDPC codes called Abelian two-block group algebra (2BGA) codes
with the additional property that the stabilisers have weight six. In this work, we propose
a new set of small Abelian 2BGA codes and syndrome extraction circuits with identical
[[n, k, d]] parameters to those of Ref. [1] but requiring a connectivity graph with degree five
instead of six. Intriguingly, each of our new codes has a depth-7 syndrome extraction circuit
– the same depth as those in Ref. [1] – despite the fact that our new codes have weight-9
stabilisers. Our new codes are derived from the codes in Ref. [1] using the “middle-out
circuit” construction from Refs. [2, 3]: half-way through the syndrome extraction circuit,
the joint code encoded between the data and ancilla qubits corresponds precisely to one of
the codes in Ref. [1]. One can therefore perform logical gates by implementing half of the
syndrome extraction circuit, followed by the procedures already detailed in Ref. [1]. Finally,
we present preliminary numerical results comparing our new codes with those in Ref. [1]
under circuit-level noise decoded using BP-OSD.

References
1 S. Bravyi et al., “High-threshold and low-overhead fault-tolerant quantum memory”, Nature

627, 778-782 (2024).
2 C. Gidney and C. Jones, “New circuits and an open source decoder for the color code”,
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3.6 Constant-Overhead Fault-Tolerant Quantum Computation with
Reconfigurable Atom Arrays

Liang Jiang (University of Chicago, US)
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Jonathan Wurtz, Bane Vasic, Mikhail D. Lukin, Liang Jiang, Hengyun Zhou
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Jonathan Wurtz, Bane Vasic, Mikhail D. Lukin, Liang Jiang, and Hengyun Zhou:
“Constant-Overhead Fault-Tolerant Quantum Computation with Reconfigurable Atom Arrays”, Nat.
Phys. 20, 1084–1090 (2024)

URL https://doi.org/10.1038/s41567-024-02479-z

Quantum low-density parity-check (qLDPC) codes can achieve high encoding rates and good
code distance scaling, providing a promising route to low-overhead fault-tolerant quantum
computing. However, the long-range connectivity required to implement such codes makes
their physical realization challenging. Here, we propose a hardware-efficient scheme to
perform fault-tolerant quantum computation with high-rate qLDPC codes on reconfigurable
atom arrays, directly compatible with recently demonstrated experimental capabilities. Our
approach utilizes the product structure inherent in many qLDPC codes to implement the non-
local syndrome extraction circuit via atom rearrangement, resulting in effectively constant
overhead in practically relevant regimes. We prove the fault tolerance of these protocols,
perform circuit-level simulations of memory and logical operations with these codes, and find
that our qLDPC-based architecture starts to outperform the surface code with as few as
several hundred physical qubits at a realistic physical error rate of 10−3. We further find
that less than 3000 physical qubits are sufficient to obtain over an order of magnitude qubit
savings compared to the surface code, and quantum algorithms involving thousands of logical
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qubits can be performed using less than 105 physical qubits. Our work paves the way for
explorations of low-overhead quantum computing with qLDPC codes at a practical scale,
based on current experimental technologies.

3.7 How to Fault-Tolerantly Realize any Quantum Circuit with Local
Operations

Robert König (TU München, DE)

License Creative Commons BY 4.0 International license
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We show how to realize a general quantum circuit involving gates between arbitrary pairs of
qubits by means of geometrically local quantum operations and efficient classical computation.
We prove that circuit-level local stochastic noise modeling an imperfect implementation
of our derived schemes is equivalent to local stochastic noise in the original circuit. Our
constructions incur a constant-factor increase in the quantum circuit depth and a polynomial
overhead in the number of qubits: To execute an arbitrary quantum circuit on n qubits, we
give a 3D quantum fault-tolerance architecture involving O(n3/2 log3 n) qubits, and a quasi-
2D architecture using O(n2 log3 n) qubits. Applied to recent fault-tolerance constructions,
this gives a fault-tolerance threshold theorem for universal quantum computations with
local operations, a polynomial qubit overhead and a quasi-polylogarithmic depth overhead.
More generally, our transformation dispenses with the need for considering the locality of
operations when designing schemes for fault-tolerant quantum information processing.

3.8 Correcting Phenomenological Quantum Noise via Belief
Propagation and its Extension to Circuit-Level Noise

Ching-Yi Lai (National Yang Ming Chiao Tung University – Hsinchu, TW)
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URL https://doi.org/10.48550/ARXIV.2310.12682

Quantum stabilizer codes often face the challenge of syndrome errors due to error-prone
measurements. To address this issue, multiple rounds of syndrome extraction are typically
employed to obtain reliable error syndromes. In this paper, we consider phenomenological
decoding problems, where data qubit errors may occur between two syndrome extractions,
and each syndrome measurement can be faulty. To handle these diverse error sources, we
define a generalized check matrix over mixed quaternary and binary alphabets to characterize
their error syndromes. This generalized check matrix leads to the creation of a Tanner graph
comprising quaternary and binary variable nodes, which facilitates the development of belief
propagation (BP) decoding algorithms to tackle phenomenological errors. Importantly, our
BP decoders are applicable to general sparse quantum codes. Finally we extend this method
to handle circuit-level noises by constructing a parity-check matrix over mixed alphabets for
the syndrome extraction circuit.
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3.9 Maximally Extendable Sheaf Codes
Pavel Panteleev (Moscow State University, RU)
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Sheaf codes are linear codes with a fixed hierarchical collection of local codes, viewed as
a sheaf of vector spaces on a finite topological space. Many existing codes, such as tensor
product codes, Sipser-Spielman codes, and their more recent high-dimensional analogs, can
be naturally represented as sheaf codes defined on simplicial and cubical complexes. We
introduce a new property called maximal extendibility, which ensures that within a class of
codes on the same space, we encounter as few obstructions as possible when extending local
sections globally. It is possible to show that in every class of sheaf codes defined on the same
space and parameterized by parity-check matrices with polynomial entries, there always
exists a maximally extendable sheaf code. As it turns out, maximally extendable tensor
product codes are good coboundary expanders, which allows one to generalize the recent
constructions of good quantum low-density parity-check codes to more than two dimensions,
and potentially could be used to attack the qLTC conjecture.

3.10 Tensor Network Decoding Beyond 2D
Joseph M. Renes (ETH Zürich, CH)
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Decoding algorithms based on approximate tensor network contraction have proven tremend-
ously successful in decoding 2D local quantum codes such as surface/toric codes and color
codes, effectively achieving optimal decoding accuracy. In this work, we introduce several
techniques to generalize tensor network decoding to higher dimensions so that it can be ap-
plied to 3D codes as well as 2D codes with noisy syndrome measurements (phenomenological
noise or circuit-level noise). The three-dimensional case is significantly more challenging than
2D, as the involved approximate tensor contraction is dramatically less well-behaved than
its 2D counterpart. Nonetheless, we numerically demonstrate that the decoding accuracy
of our approach outperforms state-of-the-art decoders on the 3D surface code, both in the
point and loop sectors, as well as for depolarizing noise. Our techniques could prove useful
in near-term experimental demonstrations of quantum error correction, when decoding is to
be performed offline and accuracy is of utmost importance. To this end, we show how tensor
network decoding can be applied to circuit-level noise and demonstrate that it outperforms
the matching decoder on the rotated surface code.
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3.11 A new family of Floquet codes: Dynamical Logical Qubits in the
Bacon-Shor Code

Eleanor Rieffel (NASA – Moffett Field, US)
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I discuss work, joint with Sohaib Alam, on dynamical logical qubits in the Bacon-Shor code.
We choose measurement schedules on a d × d square lattice that at each round is a subset of
the Bacon-Shor code checks. These measurement schedule results in a Floquet code with
several dynamical logical qubits. In this talk, I briefly review Bacon-Shor subsystem codes,
and then discuss the new family of Floquet codes. This work is part of a larger program
trying to understand when one can define Floquet codes, when it is useful to do so, and
subtleties with regard to defining their distance. The talk concludes with the statement of
some specific open problems.

3.12 Color Codes with Twists: Construction and Universal-Gate-Set
Implementation

Pradeep Sarvepalli (Indian Institute of Techology Madras, IN)
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Twists are defects in a lattice that can be used to perform encoded computations. Three
basic types of twists can be introduced in color codes: twists that permute color, charge of
anyons, and domino twists that permute the charge label of an anyon with a color label. In
this talk, we look at a subset of these twists from a coding theoretic viewpoint. Specifically,
we present a systematic construction of charge permuting and color permuting twists in
color codes. We show that by braiding alone, Clifford gates can be realized in color codes
with charge permuting twists. We also present the implementation of a non-Clifford gate by
state injection, thus completing the realization of a universal gate set. We finally discuss
implementing single-qubit Clifford gates by a Pauli frame update and CNOT gate by braiding
holes around twists in color codes with color permuting twists.
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3.13 On Some Quantum Internet Information Rates
Emina Soljanin (Rutgers University – Piscataway, US)
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This talk discusses information rates in two quantum internet building blocks concerning
quantum (conference) key distribution (QKD). We first focus on QKD based on time-entangled
photon pairs. These systems extract key bits from photon arrival times and thus promise
to deliver more than one bit per photon instead of polarization-entanglement QKD, where
each entangled photon pair contributes at most one bit to the secret key. However, realistic
photon detectors exhibit time jitter and require non-zero time to recover upon registering a
photon arrival. We model and evaluate the effect of these impairments on information rates
generated based on photon arrival times and ask whether time-entanglement-based QKD can
live up to its promise. We next ask whether quantum network multicast can make conference
key agreements more efficient. Since there is no quantum information without physical
representation (e.g., by photons), the problem of quantum multicast initially seems nothing
more than the multi-commodity flow problem of shipping a collection of different commodities
through a shared network. However, we show that besides the apparent similarity to the
multi-commodity flow problems, quantum networks, to a certain extent, behave as classical
information networks. In particular, we show that lossless compression of multicast quantum
states is possible and significantly reduces the link capacity requirements of the multicast.

3.14 A Study of the Decoding Radius of Fast Renormalisation Decoders
for the Kitaev Code

Gilles Zémor (University of Bordeaux, FR)
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The renormalisation decoders for Kitaev’s toric code introduced by Duclos-Cianci and Poulin
exhibit one of the best trade-offs between accuracy and efficiency, with a time complexity in
n log n. One question that was left open is how they handle worst-case or adversarial errors,
i.e., what is the order of magnitude of the smallest weight of an error pattern that will be
wrongly decoded. We initiate such a study involving a simple hard-decision and deterministic
version of the Duclos-Cianci and Poulin decoder.
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4 Working groups

4.1 Scalable Modular Quantum Computing Architectures
Carmen G. Almudéver (Technical University of Valencia, ES)

License Creative Commons BY 4.0 International license
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To build a universal fault-tolerant quantum computer and achieve the full computational
power quantum computing will provide, it is necessary to scale quantum machines up.
This requires not only to increase the number of qubits but also to incorporate quantum
error correction (QEC) protocols and fault-tolerant (FT) techniques. Modular quantum
computing architectures have emerged as one of the most promising approaches for scaling up
quantum computers. The main idea is to combine multiple quantum processing units (QPUs)
or quantum modules and connect them via classical communication links and ultimately
quantum communication technologies.

In this breakout session, led by Dr. Carmen G. Almudéver, after providing an overview
on modular quantum computing architectures (e.g. IBM roadmap) we focused on the need
for introducing QEC to achieve FT computation. The discussion revolved around what
kind of QEC code is more suitable for modular quantum computing architectures and how
many logical qubits should be allocated per QPU or even if it will make sense to spread
a logical qubit among different QPUs. It was also mentioned that given the structure of
these architectures it might be possible that they combine different qubit implementation
technologies such as superconducting qubits, neutral atoms or photonic processors. In
addition, in these systems different kinds of connections with different losses can be found
and therefore some works proposed to reencoding in a different code for transmission or
even for computations. In other words, a specific quantum error correction code is used for
memory and a different one for transmission and computation. Communication between
modules might be the main bottleneck of modular architectures and it will be crucial to
optimize logical gates based on the inter-core communication. Furthermore, using the error
information provided by the system can help to further improve the error decoding accuracy
and the performance of the system. It was pointed out that different schemes of modularity
need to be considered depending on the qubit and communication technology. Another
important aspect is to properly model the errors in the chip (i.e. spatially correlated errors)
when increasing the qubit counts for comparing monolithic (single-chip) with multi-core
architectures.
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4.2 Quantum Resource Estimation
Alexandru Paler (Aalto University, FI)
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In this breakout session, the discussion was led by Dr. Alexandru Paler and focused on the
estimation of the resources needed for executing a quantum circuit that has been encoded
based on surface code. More precisely, he presented a resource estimator framework that
estimates the physical resources needed to execute a quantum algorithm on a modular
superconducting architecture. It was shown how the requirements of a surface code-based
circuit can de plotted as a space-time volume, which needs to be minimized. It is therefore
key to develop a scalable optimization method for optimizing the space-volume graph. It was
pointed out that this space-time volume picture does not include the magic sate distillation
process. In this session, the need of improving the logical error rate by developing more
accurate and faster (scalable) decoders than MWPM was also discussed.
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4.3 Photonic Quantum Computing Architectures
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This breakout session, led by Dr. Eleanor Rieffel, focused on the implementation of QEC
codes on photonic quantum computing architectures. First, the basics of this qubit platform
were introduced. In these quantum processors it is difficult to make photons to interact with
each other and therefore photonic systems use measurement-based quantum computation in
which high-entangled states are created. They have long-range photonic connectivity and
make use of fusions for computation. In this kind of model gates are non-deterministic. It was
also discussed what the error rates are for this technology. Furthermore, it was mentioned
that the main issue of this technology is the interconnection with the optical fiber. Some of
the papers below were discussed. We mostly focused on how to implement surface code in
photonic processors, in which lattice-surgery can be used, and what the cost of encoding and
performing quantum gates is.
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