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Abstract
Existing whole-program context-sensitive pointer
analysis frameworks for Java, which were open-
sourced over one decade ago, were designed
and implemented to support only method-level
context-sensitivity (where all the variables/ob-
jects in a method are qualified by a common
context abstraction representing a context un-
der which the method is analyzed). We intro-
duce Qilin as a generalized (modern) alternat-
ive, which will be open-sourced soon on GitHub,
to support the current research trend on explor-
ing fine-grained context-sensitivity (includ-
ing variable-level context-sensitivity where different
variables/objects in a method can be analyzed under
different context abstractions at the variable level),
precisely, efficiently, and modularly. To meet
these four design goals, Qilin is developed as an
imperative framework (implemented in Java) con-
sisting of a fine-grained pointer analysis kernel with

parameterized context-sensitivity that supports on-
the-fly call graph construction and exception ana-
lysis, solved iteratively based on a new carefully-
crafted incremental worklist-based constraint solver,
on top of its handlers for complex Java features.

We have evaluated Qilin extensively using a
set of 12 representative Java programs (popularly
used in the literature). For method-level context-
sensitive analyses, we compare Qilin with Doop
(a declarative framework that defines the state-of-
the-art), Qilin yields logically the same precision
but more efficiently (e.g., 2.4x faster for four typical
baselines considered, on average). For fine-grained
context-sensitive analyses (which are not currently
supported by open-source Java pointer analysis
frameworks such as Doop), we show that Qilin
allows seven recent approaches to be instantiated ef-
fectively in our parameterized framework, requiring
additionally only an average of 50 LOC each.
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6:2 Qilin: A New Java Pointer Analysis Framework (Artifact)

1 Scope

This artifact contains the binary form of Qilin, together with the source code of Doop [3]
(expressed in the form of Datalog rules with a number of bug fixes from us) and a set of 12 Java
benchmarks used in our evaluation. The source code of Qilin has been released and maintained
at https://github.com/QiLinPTA/QiLin.

The artifact can be used to reproduce all the tables and raw data that appear in the evaluation
part of our paper. It supports the following four claims that we make in the paper: (1) Qilin
delivers exactly the same precision as Doop (the state-of-the-art) for a few commonly used pointer
analysis like Andersen’s analysis [1], kcfa [5], and kobj [4]; (2) Qilin (currently runs in a single
thread) outperforms Doop (runs in its best setting, i.e., 8 threads) substantially, with an average
speedup of 2.4x; (3) Qilin is very effective in supporting fine-grained context-sensitive pointer
analyses; and (4) Qilin is modular in allowing its common codebase to be shared by a wide range
of existing pointer analysis techniques.

2 Content

The artifact package includes:
a Docker image, which contains

an executable jar file, i.e., artifact/pta/Qilin-1.0-SNAPSHOT.jar,
benchmarks (including 9 benchmarks from DaCapo2006 [2] and 3 Java applications),
a Java library (i.e., artifact/pta/lib/jre/jre1.6.0_45),
the scripts for running all experiments and extracting results, and
Doop (version 4.24.0),

a README.md file,
the PDF file of the paper,
the PDF of the artifact manual, and
a license file.

3 Getting the artifact

The artifact endorsed by the Artifact Evaluation Committee is available free of charge on the
Dagstuhl Research Online Publication Server (DROPS). In addition, the artifact is also available at:
https://doi.org/10.5281/zenodo.5763519. Again, we have released Qilin as an open-source
tool at https://github.com/QiLinPTA/QiLin.

4 Tested platforms

We have carried out all the experiments on an eight-core Intel(R) Xeon(R) CPU E5-2637 3.5GHz
machine with 512GB of RAM. The underlying operating system is Ubuntu 20.04. The time budget
used for running each pointer analysis on a program is set as 24 hours.

We would like to warn users that different machines used for running our artifact may
result in different speedups and scalability. Unfortunately, we have thus lost a badge during
the artifact evaluation as the reviewers failed to reproduce the results for some large benchmarks
(e.g., eclipse, checkstyle, findbugs) due to the memory size differences.

In addition, we have provided detailed documentation on Qilin’s wiki page, https://github.
com/QilinPTA/Qilin/wiki, for describing how to use Qilin as either a library or as a command-
line tool and how to write your own analyses in Qilin.
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5 License

The artifact is available under license GPL v3.

6 MD5 sum of the artifact

d0524c71bb102a192eb7f3e226d1d446

7 Size of the artifact

1.6 GiB
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