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Abstract
This is the artifact for the conference article below.
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1 Scope

This artifact demonstrates our techniques for shape reasoning on a suite of 15 PyTorch benchmarks.
The artifact shows that we can verify the claims made by our paper. Specifically, The data in
Figures 9, 10 and 11 are supported by the artifact.

The problems in the paper correspond to the artifact components as follows
Solving the migration problem as a constraint satisfiability problem, as described in section 4
Using the constraint satisfiability problem as a basis for control-flow elimination, as described
in section 5
Testing our algorithms on three tracers, as described in section 6

The purpose of this artifact is to create a core tool, which can reason about the shapes of
tensor programs in a generalized way. The generality comes from the fact that our tool can take
additional custom constraints as input, to answer questions about the migration space, which are
beyond the three key questions that we have listed in our paper.

2 Content

In the home directory of our artifact, there are three directories:
ECOOP_main_artifact, torchdynamo, and transformers.
The test cases for figure 9 can be found and run at:
ECOOP_main_artifact/test/fx/test_z3_gradual_types.py
The test cases for figures 10 can be found and run at:
transformers/tests/gradual_types/test_gradual_types.py
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The test cases for figure 11 can be found at:
torchdynamo/torchdynamo/torch_dynamo_benchmarks.
There are 5 files, one for each benchmark. Each file can be run separately in Python

3 Getting the artifact

The artifact endorsed by the Artifact Evaluation Committee is available free of charge on the
Dagstuhl Research Online Publication Server (DROPS). In addition, the artifact is also available at:
https://github.com/users/ecoop2024/packages/container/package/ecoop_artifact.

4 Tested platforms

We ran our artifact on a Mac Book Pro with an 8-Core CPU, 14-Core GPU and 512GB DRAM

5 MD5 sum of the artifact

560e9e3bfc86c7b557515c734ea28218

6 Size of the artifact

7,952,189,182 Bytes

https://github.com/users/ecoop2024/packages/container/package/ecoop_artifact
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