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Abstract
In the related article, we described Tenspiler, a
verified-lifting-based compiler that translates se-
quential programs to tensor operations. We further
demonstrated its effectiveness by translating 69

benchmarks from into 6 different DSL targets and
evaluating their performance against the baseline.
This artifact includes the implementation of Tens-
piler as well as files used to reproduce those results.
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17:2 Tenspiler: A Verified-Lifting-Based Compiler for Tensor Operations (Artifact)

1 Scope

The artifact is intended to evaluate the usability of Tenspiler and the performance of the
translated programs. It runs all three phases of Tenspiler (synthesis, verification, and code
generation) on input sequential benchmark implementations 1 and produces the corresponding DSL
code as described in Sections 4 and 6.1.2. In addition, it contains scripts to run the baseline against
the generated DSL code to reproduce performance results described in Section 6.3 (Figures 9
and 10).

2 Content

The artifact package includes:
artifact_readme.md: Instructions on how to set up the environment and run all the
experiments.
Dockerfile: Dockerfile for easy environment setup.
tenspiler/(blend|llama|c2taco)cpp/for_synthesis/: Source code for benchmarks in all
the suites.
tenspiler/codegen/: Code generation scripts from Tensir to each of the 6 supported
backends.
tenspiler/generated_code/: Scripts that run Tenspiler end-to-end for each benchmark
to generate code for each target backend.
tenspiler/benchmarking/: Scripts to obtain speedup for each benchmark on the backends.
tenspiler/(data/|vicuna_weight.h5|vicuna_weight7b.h5): Sampled datasets included
for evaluation.

3 Getting the artifact

The artifact endorsed by the Artifact Evaluation Committee is available free of charge on the
Dagstuhl Research Online Publication Server (DROPS). In addition, the artifact is also available
at: https://github.com/tenspiler/tenspiler.

4 Tested platforms

To ensure reproducibility and accessibility, the artifact setup is containerized into a Dockerfile
and is runnable on any platform with Docker Engine. The Docker image takes 20 minutes to
build and 15GiB of storage from our experiments. Peak memory usage is 3GiB for running on
sampled datasets. Full datasets require significantly more memory and computing resources; our
experimentation setup has 512GiB RAM and 80 CPU cores available.

5 License

The artifact is available under MIT license.

6 MD5 sum of the artifact

8a40381f27a9e92b0098c60e02f4671e

7 Size of the artifact

1.04 GiB

1 Since some benchmarks used in related articles are privately sourced, only 36 public ones are included.

https://github.com/tenspiler/tenspiler
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