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Abstract
This artifact includes the implementation of the
CtChecker analysis toolchain described in the cor-
responding paper. We provide two options to run
CtChecker, building it from source or running the

pre-built tool with Docker. All evaluated bench-
mark source code are provided in the artifact. A
walkthrough of how to reproduce the evaluation
results in the paper is provided in the Appendix.
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1 Scope

This artifact is released as a Docker image that includes a pre-built CtChecker. All the benchmark
and evaluation scripts are provided inside the image to help reproduce the evaluation results
presented in the paper.

2 Content

The artifact package includes:

Source code for CtChecker.
Evaluation scripts and benchmarks described in the corresponding paper.

The detailed organization of the artifact is provided in Appendix A.

3 Getting the artifact

The artifact endorsed by the Artifact Evaluation Committee is available free of charge on the
Dagstuhl Research Online Publication Server (DROPS). The artifact is available as a Docker
image at: https://hub.docker.com/r/ctchecker/ctchecker. In addition, the source code and
future development of the project is available at: https://github.com/psuplus/CtChecker.
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4 Tested platforms

We’ve been building the system under Ubuntu 20.04, which provides the best overall compatibility
for the toolchain. Other versions of Linux distributions as well as Mac OS may also work, but
sometimes require extra user effort in setting up the compilation environment for a successful
building process.

5 License

The artifact is available under the MIT License.

6 MD5 sum of the artifact

007ae89b130203f18cde0c467617a72e

7 Size of the artifact

218 MiB

A Directory Layout

The detailed organization of the artifact is shown in Figure 1, where the numbers represent
directory levels.

0 PROJECT_ROOT
1 projects # CtChecker root directory

2 llvm -deps # our information flow analysis
3 include # header files
3 lib # source code for the analysis
3 mod_exp_tests # evaluations for the paper

4 BearSSL0 .6 # BearSSL source code and scripts
4 ct -rewriter -files # benchmarks for rewrites

5 Constantine # rewritten code for Constantine
6 results .csv # Constantine results

5 SC -Eliminator - original # benchmarks for SC - Eliminator
6 results - ctchecker .csv # SC - Eliminator results

4 ct -verif -files # ct -verif comparison benchmarks
4 libgcrypt1 .10.1 # Libgcrypt source code and scripts
4 mbedtls3 .2.1 # mbedTLS source code and scripts
4 openSSL_1_1_1q # OpenSSL source code and scripts
4 results # the results folder for crypto -libs

3 processing_tools # scripts to automate the workflow
3 sensitivity -tests # unit -tests

2 poolalloc # DSA points -to analysis
1 ... # llvm infrastructure

Figure 1 The detailed organization of the artifact.
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B Using CtChecker

B.1 Building CtChecker from Source
1. Before building, make sure to check:

The default ‘python’ is linked to a python2 executable. Check by python --version.
gcc-9 (preferably) is installed for compiling LLVM 3.7.1. Use gcc -v to check version.
Use update-alternatives to change default python and gcc of the system if versions do
not match.

2. Clone the project.
3. To build the toolchain, run the commands as in Figure 2.

# First direct to project ’s root dir
cd / PATH_TO_LLVM_DIR

# Configure the project under root and run ’make ’ to build LLVM
./ configure
make

# Direct to projects folders , configure and make for each package .
cd projects / poolalloc /
./ configure
make

cd ../ llvm -deps/
./ configure
make

Figure 2 Build script

B.2 Running Pre-built CtChecker with Docker
Make sure Docker has been correctly installed on the test machine. The docker image is available
on DockerHub. Get the container running with the following commands as shown in Figure 3.

# Pull Docker image from DockerHub
docker pull ctchecker / ctchecker : latest

# Run a container with the image
docker run --name ctchecker -dit ctchecker / ctchecker

# Get into the container ’s bash
docker exec -it ctchecker bash

Figure 3 Get CtChecker from Docker

B.3 Running the Cryptographic Library Benchmark
If CtChecker is built from source, PATH_TO_LLVM_DIR refers to the root directory of the source
code. For the container, it refers to /artifact/ctchecker. The cryptographic library benchmarks
can be run as shown in Figure 4.

DARTS
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# Direct to the benchmark folder
cd / PATH_TO_LLVM_DIR / projects /llvm -deps/ mod_exp_tests

# Running the analysis
# This script runs all four crypto libraries and
# their variations for comparison with ct -verif
./ runall .sh

Figure 4 Running the crypto-lib benchmarks

The results for this benchmark are generated under the directory .../mod_exp_tests/results,
where four sub-folder will be created. The full folder is for full source versions, min for
the minimal source versions, ct_verif_files for ct-verif’s minimal source code versions, and
ct_verif_files_full for ct-verif’s full source code version.

B.4 Running the Benchmark on Rewritten Code by Constantine
Run Constantine [1] benchmarks as shown in Figure 5.

# Direct to the benchmark folder
cd / PATH_TO_LLVM_DIR / projects /llvm -deps/ mod_exp_tests /
cd ct -rewriter -files/ Constantine

# Running the analysis
# This script runs all algorithms that are
# successfully translated back to C source file
./ test.sh

Figure 5 Running Constantine benchmarks

The results for Constantine rewritten code are located under each algorithm’s own folder. The
aggregated result will be created under Constantine root folder with name results.csv.

B.5 Running the Comparison with SC-Eliminator on Their Benchmarks
Run SC-Eliminator [2] benchmarks as shown in Figure 6.

# Direct to the benchmark folder for SC - Eliminator
cd / PATH_TO_LLVM_DIR / projects /llvm -deps/ mod_exp_tests /
cd ct -rewriter -files/SC -Eliminator - original

# Running the analysis
# This script runs benchmarks in SC - Eliminator paper
./ test.sh

Figure 6 Running SC-Eliminator benchmarks

The results are collected under the SC-Eliminator-original folder, in the file named
results-ctchecker.csv.
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