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Abstract

The period enforcer algorithm for self-suspending real-time tasks is a technique for suppressing the “back-to-back” scheduling penalty associated with deferred execution. Originally proposed in 1991, the algorithm has attracted renewed interest in recent years. This note revisits the algorithm in the light of recent developments in the analysis of self-suspending tasks, carefully re-examines and explains its underlying assumptions and limitations, and points out three observations that have not been made in the literature to date: (i) period enforcement is not strictly superior (compared to the base case without enforcement) as it can cause deadline misses in self-suspending task sets that are schedulable without enforcement; (ii) to match the assumptions underlying the analysis of the period enforcer, a schedulability analysis of self-suspending tasks subject to period enforcement requires a task set transformation for which no solution is known in the general case, and which is subject to exponential time complexity (with current techniques) in the limited case of a single self-suspending task; and (iii) the period enforcer algorithm is incompatible with all existing analyses of suspension-based locking protocols, and can in fact cause ever-increasing suspension times until a deadline is missed.
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1 Introduction

When real-time tasks suspend themselves (due to blocking I/O, lock contention, etc.), they defer a part of their execution to be processed at a later time. A consequence of such deferred execution is a potential interference penalty for lower-priority tasks [1, 12, 18, 17, 25, 26, 31]. This penalty, which is maximized when a task defers the completion of one job just until the release of the next job, can manifest as response-time increases and thus may lead to deadline misses.

To avoid such detrimental effects, Rajkumar [27] proposed the period enforcer algorithm, a technique to control (or shape) the processor demand of self-suspending tasks on uniprocessors and partitioned multiprocessors under preemptive fixed-priority scheduling. In a nutshell, the period enforcer algorithm artificially increases the length of certain suspensions whenever a task’s activation pattern carries the risk of inducing undue interference in lower-priority tasks.

\hspace{1cm} © Jian-Jia Chen and Björn B. Brandenburg; licensed under Creative Commons Attribution 3.0 Germany (CC BY 3.0 DE)
The period enforcer algorithm is worth a second look for a number of reasons. First, in the words of Rajkumar, it “forces tasks to behave like ideal periodic tasks from the scheduling point of view with no associated scheduling penalties” [27], which is obviously highly desirable in many practical applications in which self-suspensions are inevitable (e.g., when offloading computations to co-processors such as GPUs or DSPs). Second, the later-proposed, but more widely-known release guard algorithm [32] uses a technique quite similar to period enforcement to control scheduling penalties due to release jitter in distributed systems. The period enforcer algorithm has also attracted renewed attention in recent years and has been discussed in several current works (e.g., [9, 11, 13, 15, 16, 20, 21, 22, 23]), at times controversially [5]. And last but not least, the period enforcer algorithm plays a significant role in Rajkumar’s seminal book on real-time synchronization [28].

In this note, we revisit the period enforcer [27] to carefully re-examine and explain its underlying assumptions and limitations, and to point out potential misconceptions. The main contributions are three observations that, to the best of our knowledge, have not been previously reported in the literature on real-time systems:

1. period enforcement can be a cause of deadline misses in self-suspending task sets that are otherwise schedulable (Section 3);
2. to match the assumptions underlying the analysis of the period enforcer, a schedulability analysis of self-suspending tasks subject to period enforcement requires a task set transformation for which no solution is known in the general case, and which is subject to exponential time complexity (with current techniques) in the limited case of a single self-suspending task (Section 4); and
3. the period enforcer algorithm is incompatible with all existing analyses of suspension-based locking protocols, and can in fact cause ever-increasing suspension times until a deadline is missed (Section 5).

We introduce the needed background in Section 2, restate our contributions more precisely in Section 2.4, and then establish the three above observations in detail in Sections 3–5 before concluding in Section 6.

2 Preliminaries

The period enforcer algorithm [27] applies to self-suspending tasks on uniprocessors under fixed-priority scheduling, and hence by extension also to multiprocessors under partitioned fixed-priority scheduling (where tasks are statically assigned to processors and each processor is scheduled as a uniprocessor). In this section, we review the underlying task model (Section 2.1), introduce the period enforcer algorithm (Section 2.2), summarize its analysis (Section 2.3), and finally restate our observations in more precise terms (Section 2.4).

2.1 Task Models

Since the analysis of the period enforcer requires reasoning about different task models and their relationships, we carefully introduce and precisely define the relevant models in this section.

2.1.1 Periodic Tasks

The most basic and best understood task model is the periodic task model due to Liu and Layland [19]. In this model, each task $\tau_i$ is characterized as a tuple $(C_i, T_i)$, where $C_i$ denotes an upper bound on the total execution time of any job of $\tau_i$ and $T_i$ denotes the (exact) inter-arrival time (or period) of $\tau_i$. Each such periodic task $\tau_i$ releases a job at time 0, and periodically every $T_i$
Each job must finish by the time the next arrives. Importantly, Liu and Layland assume both that the \(k\)th job of \(\tau_i\) arrives exactly at time \((k-1) \times T_i\), and that an incomplete job is always available for execution (i.e., jobs never block on I/O or locks).

A straightforward generalization of the periodic task model is to introduce an explicit relative deadline parameter \(D_i\). In this case, each task is represented by a three-tuple \((C_i, T_i, D_i)\), with the interpretation that every job of \(\tau_i\) must finish within \(D_i\) time units after its arrival. Task \(\tau_i\) is said to have an implicit deadline if \(D_i = T_i\), a constrained deadline if \(D_i \leq T_i\), and an arbitrary deadline otherwise. We primarily consider implicit deadlines in this note.

### 2.1.2 Sporadic Tasks

Mok [24] introduced the sporadic task model, a widely used generalization of the periodic task model in which each task \(\tau_i\) is still specified by a tuple \((C_i, T_i, D_i)\). However, the sporadic task model relaxes the inter-arrival constraint \(T_i\) to specify a minimum (rather than an exact) separation between jobs. In this interpretation, the first job does not necessarily arrive at time 0, and the exact arrival times of future jobs cannot be predicted, which is an appropriate modeling assumption for event-triggered tasks.

On uniprocessors, the relaxation from periodic to sporadic job arrivals does not introduce additional pessimism:

\[1\] since any two jobs of a sporadic task \(\tau_i\) are known to arrive at least \(T_i\) time units apart, the sporadic task model [24] still allows for schedulability analysis that is as accurate as Liu and Layland’s analysis of periodic tasks [19].

Mok retained the assumption that incomplete jobs are always ready for execution (i.e., no suspensions), and that jobs are immediately available for execution after their arrival.

### 2.1.3 Release Jitter

The latter assumption – immediate availability for execution – is inappropriate in many practical systems (especially in networked systems) if events (e.g., messages) that trigger job releases can incur non-negligible delays (e.g., network congestion). Such delays in task activation can be accounted for by introducing a notion of release jitter. To this end, each task is represented by a four-tuple \((C_i, J_i, T_i, D_i)\), where the parameter \(J_i\) is a bound on the maximum time that a job remains unavailable for execution after it should have started to run. Release jitter can be incorporated in both the periodic and the sporadic task models.

In the presence of release jitter, the terms “job arrival” and “job release,” which are often used interchangeably, take on distinct meanings: a job’s release time denotes the point in time when it actually becomes available for execution, whereas a job’s arrival time is the instant that is relevant for the (minimum) inter-arrival time constraint. Any job of task \(\tau_i\) is released at most \(J_i\) time units after it arrives.

Notably, non-zero release jitter does cause additional pessimism: in the worst case, two consecutive jobs of a task \(\tau_i\) can be separated by as little as \(T_i - J_i\) time units (if the earlier job incurs maximum release jitter and the successor job incurs none). As a result, a task may “carry in” some additional work into a given interval. Taking this effect into account, Audsley et al. [1] developed a response-time analysis for sporadic and periodic constrained-deadline tasks subject to release jitter under preemptive fixed-priority scheduling.

However, even in the presence of release jitter, a key assumption remains that jobs do not

\[1\] Assuming that all periodic tasks synchronously release a job at time zero.
self-suspend (e.g., wait for I/O). That is, Audsley et al. [1] assume that, once a job is released, it continuously remains available for dispatching until it completes. This restriction is removed next.

2.1.4 Self-Suspending Tasks

When a job self-suspends, it becomes unavailable for execution until some external event occurs (e.g., a disk I/O operation completes, a network packet arrives, a co-processor signals completion, etc.). This has the effect of deferring (a part of) the job’s processing requirement until the time that it resumes from its suspension, which causes massive analytical difficulties [1, 10, 12, 18, 17, 25, 26, 27, 30, 31].

To date, the real-time literature on self-suspensions has focused on two task models: the dynamic self-suspension model, which we discuss first, and the (multi-)segmented suspension model, which we discuss next in Section 2.1.5. Self-suspensions can arise in both periodic and sporadic tasks (i.e., both interpretations of the $T_i$ parameter are possible). The observations that we make in this note apply equally to both periodic and sporadic tasks; for convenience, we focus primarily on periodic tasks.

The dynamic self-suspending task model characterizes each task $\tau_i$ as a four-tuple $(C_i, S_i, T_i, D_i)$: the parameters $C_i, T_i,$ and $D_i$ have their usual meaning (i.e., as in the periodic and sporadic task models), and $S_i$ denotes an upper bound on the total self-suspension time of any job of $\tau_i$. The dynamic self-suspension model does not impose a bound on the maximum number of self-suspensions, nor does it make any assumptions as to where during a job’s execution self-suspensions occur. That is, how often a job defers its execution, when it does so, and how much of its execution it defers may vary unpredictably from job to job.

Allowing tasks to self-suspend can impose substantial scheduling penalties (an example is provided shortly in Section 2.2) and greatly complicates schedulability analysis (e.g., see [25, 30, 10]). In particular, release jitter and self-suspensions are not interchangeable concepts and it is not safe [10, 25] to simply substitute $J_i$ with $S_i$ in Audsley et al.’s analysis [1]. (Nonetheless, under the dynamic suspension model, it is possible for jobs of self-suspending tasks to defer their entire execution requirement, so self-suspension can be seen as a generalization of release jitter.)

The period enforcer algorithm aims to mitigate the negative effects of self-suspensions. However, for reasons that will be explained in Section 2.2.4, the period enforcer algorithm cannot be meaningfully combined with the dynamic suspension model. Instead, it requires the segmented suspension model, which we discuss next.

2.1.5 Segmented Self-Suspending Tasks

The (multi-)segmented self-suspending sporadic task model extends the four-tuple $(C_i, S_i, T_i, D_i)$ by characterizing each self-suspending task as a fixed, finite linear sequence of computation and suspension intervals. These intervals are represented as a tuple $(S^0_i, C^1_i, S^1_i, C^2_i, S^2_i, \ldots, S^{m_i-1}_i, C^{m_i}_i)$, which is composed of $m_i$ computation segments separated by $m_i$ suspension intervals.

The first self-suspension segment $S^0_i$, prior to the first execution segment, is equivalent to release jitter (i.e., the parameter $J_i$ in Section 2.1.3). However, in much of the literature on the segmented self-suspending task model, the segment $S^0_i$ is assumed to be absent (i.e., $S^0_i = 0$), such that there are only $m_i - 1$ suspension intervals (and jobs arrive jitter-free). We adopt this convention and assume $S^0_i = 0$ unless noted otherwise.

---

2 Audsley et al. [1] do present a response-time analysis that takes into account a limited form of suspensions due to semaphores (“blocking”). However, their analysis does not apply to general self-suspensions (i.e., the kind of self-suspensions targeted by the period enforcer algorithm) and is not relevant in the context of this paper.
We say that a segment is released when it becomes available for execution. The first computation segment is released immediately when the job arrives (unless \( S^0_i \neq 0 \)); the second computation segment (if any) is released when the job resumes from its first self-suspension, etc.

The advantage of the dynamic model (Section 2.1.4) is that it is more flexible since it does not impose any assumptions on a task’s control flow. The advantage of the segmented model is that it allows for more accurate analysis. The period enforcer algorithm and its analysis [27] applies (only) to the segmented model, as explained in Sections 2.2.4 and 2.3.

A note on terminology: for the sake of consistency with the recent literature on self-suspensions in real-time systems, we favor the term “segmented self-suspending tasks” to refer to tasks under the just-introduced model. However, Rajkumar’s original description of the period enforcer [27] refers to such tasks as deferrable tasks, as it predates the widespread adoption of the former term. We use both terms interchangeably in this paper.

### 2.1.6 Single-Segment Self-Suspending (aka Deferrable) Tasks

An important special case is segmented self-suspending tasks with exactly one self-suspension interval followed by exactly one computation segment (\( m_i = 1, S^0_i \neq 0 \)), which we refer to as single-segment self-suspending tasks. This special case is central to Rajkumar’s original analysis of the period enforcer [27], as we will explain in Section 2.3. Regarding terminology, Rajkumar [27] does not use a special term for single-segment self-suspending tasks, simply referring to them as deferrable tasks. To avoid ambiguity, we instead explicitly mention the “single-segment” qualifier.

Note also that single-segment self-suspending sporadic tasks, which are “suspended” only prior to commencing execution, are analytically fully equivalent to sporadic tasks subject to release jitter (i.e., the model described in Section 2.1.3). We nonetheless use the term “single-segment self-suspending task,” or interchangeably “single-segment deferrable task,” to remain close to Rajkumar’s original description [27], and to highlight the connection to the (multi-)segmented self-suspending task model (Section 2.1.5).

This concludes our review of relevant task models. Before reviewing the period enforcer and its original analysis, we briefly introduce some essential concepts.

### 2.1.7 Assumptions, Busy Intervals, and Task Set Transformations

We focus exclusively on preemptive fixed-priority scheduling in this note, as the period enforcer is explicitly designed for this setting. For simplicity, we assume that tasks are indexed in order of decreasing priority (i.e., \( \tau_1 \) is the highest-priority task).

A key concept in the period enforcer’s runtime rules (discussed next) is the notion of a level-\( i \) busy interval, which is a maximal interval during which the processor executes only segments of tasks with priority \( i \) or higher.

Finally, Rajkumar’s original analysis [27] of the period enforcer is rooted in the concept of a task set transformation. In general, such a task set transformation is simply a function \( f \) that maps a given task set \( T \) to a transformed task set \( T' = f(T) \) such that \( T' \) is schedulable only if the original task set \( T \) is schedulable, too. The basic idea is that such a transformation allows schedulability analysis by reduction: given a suitable transformation \( f \), \( T \) can be indirectly shown to be schedulable by computing \( T' = f(T) \) and establishing that \( T' \) is schedulable.

Importantly, the tasks in \( T \) and \( T' \) do not have to be of the same task model, nor does the number of tasks have to remain the same (i.e., \( |T| \neq |T'| \) is possible). Specifically, the task set transformation underlying the analysis of the period enforcer maps each multi-segmented self-suspending task \( \tau_i \in T \) to \( m_i \) single-segmented self-suspending tasks in \( T' \) (i.e., \( |T'| = \sum_T m_i \)).

With these definitions in place, we can now introduce the period enforcer.
2.2 The Period Enforcer Algorithm

The period enforcer consists of two parts: a runtime rule that governs when each segment of a self-suspending task may be scheduled, and an (offline) analysis that may be used to assess the temporal correctness of a set of self-suspending tasks (Section 2.1.5) subject to period enforcement. Initially, we focus on the runtime rule (i.e., the actual period enforcer algorithm) and then review the corresponding original analysis thereafter in Section 2.3. We begin with a simple example that highlights the effect that the period enforcer is designed to control.

2.2.1 The Problem: Back-to-Back Execution

The scheduling penalty associated with self-suspensions is maximized when a task defers the completion of one job just until the release of the next job. This effect is illustrated in Figure 1, which shows a case in which the self-suspension of the higher-priority task $\tau_2$ from time 1 until time 5 results in a deadline miss of the lower-priority task $\tau_3$ at time 15.

The root cause is increased interference due to the “back-to-back” execution effect [1, 18, 17, 26, 31]. In the example shown in Figure 1, two jobs of $\tau_2$ execute in close succession (i.e., separated by less than a period) because the second job, released at time 10, self-suspended for a (much) shorter duration than the first job. Consequently, $\tau_3$ suffers from increased interference when $\tau_2$’s second job resumes “too soon” at time 12 after having been suspended for only one time unit, rather than four time units like the first job of $\tau_2$.

2.2.2 The Period Enforcement Rule

The key idea underlying the period enforcer algorithm is to artificially delay the execution of computation segments if a job resumes “too soon.” To this end, the period enforcer determines for each computation segment an eligibility time. If a segment resumes before its eligibility time, the execution of the segment is delayed until the eligibility time is reached.

A segment’s eligibility time is determined according to the following rule. Let $ET_{i,j}^k$ denote the eligibility time of the $k^{th}$ computation segment of the $j^{th}$ job of task $\tau_i$. Further, let $a_{i,j}^k$ denote the segment’s arrival time. Finally, let $busy(\tau_i, t')$ denote the last time that a level-$i$ busy interval begins on or prior to time $t'$ (i.e., the processor executes only $\tau_i$ or higher-priority tasks throughout

Figure 1: Example uniprocessor schedule (without period enforcement) of three tasks $\tau_1$, $\tau_2$, and $\tau_3$ with periods $T_1 = T_2 = T_3 = 10$. Tasks $\tau_1$ and $\tau_3$ consist of a single computation segment ($C_1^1 = C_1^3 = 3$); task $\tau_2$ consists of two computation and one suspension segment ($C_2^1 = 1, S_2^1 = 4, C_2^2 = 2$). Jobs of tasks $\tau_1$ and $\tau_3$ are released just as $\tau_2$ resumes from its self-suspension at time 5. Without period enforcement, task $\tau_3$ misses a deadline at time 15 because the second job of task $\tau_2$ suspends only briefly (for one time unit rather than four).
Figure 2 Example uniprocessor schedule with period enforcement assuming the same scenario as depicted in Figure 1. With period enforcement, task \( \tau_3 \) does not miss a deadline because task \( \tau_2 \)'s second computation segment is delayed until time 15 when it no longer imposes undue interference (i.e., it is prevented from resuming “too soon” at time 12).

The interval \([\text{busy}(\tau, t), t']\). The period enforcer algorithm defines the segment eligibility time of the \( k \)th segment as

\[
ET_{i,j}^k = \max \left( ET_{i,j}^{k-1} + T_i, \ \text{busy}(\tau_i, a_{i,j}^k) \right),
\]

where \( ET_{i,j}^0 = -T_i \) [27, Section 3.1]. This simple and elegant rule has the desirable effect of avoiding all back-to-back execution, which can be easily observed with an example.

### 2.2.3 Example: Avoiding Back-to-Back Execution

Figure 2 illustrates how the definition of eligibility time in Equation (1) restores the schedulability of the task set depicted in Figure 1. Consider the eligibility times of the second segment of task \( \tau_2 \).

By definition, \( ET_{2,0}^2 = -T_2 = -10 \). At time 5, when the second computation segment of the first job resumes \((a_{2,1}^2 = 5)\), we thus have

\[
ET_{2,1}^2 = \max \left( -T_2 + T_2, \ \text{busy}(\tau_2, a_{2,1}^2) \right) = \max(0, 5) = 5
\]

since the release of \( \tau_2 \)’s second segment (and the arrival of \( \tau_1 \)) starts a new level-2 busy interval at time \( a_{2,1}^2 = 5 \). The second segment of \( \tau_2 \)’s first job is hence immediately eligible to execute; however, due to the presence of a pending higher-priority job, \( \tau_2 \) is not actually scheduled until time 8 (just as without period enforcement as depicted in Figure 1).

The second segment of the second job of \( \tau_2 \) is released at time \( a_{2,2}^2 = 12 \). In this case, the segment is not immediately eligible to execute since

\[
ET_{2,2}^2 = \max \left( ET_{2,1}^2 + T_2, \ \text{busy}(\tau_2, a_{2,2}^2) \right) = \max(5 + 10, 12) = 15.
\]

Hence, the execution of \( \tau_2 \)’s second computation segment does not start until time \( ET_{2,2}^2 = 15 \), which gives \( \tau_3 \) sufficient time to finish before its deadline at time 15.

The examples in Figures 1 and 2 suggest an intuition for the benefits provided by period enforcement: computation segments of a self-suspending task \( \tau_i \) are forced to execute at least \( T_i \) time units apart (hence the name), which ensures that it causes no more interference than a regular (non-self-suspending) sporadic task.

### 2.2.4 Incompatibility with the Dynamic Self-Suspension Model

Before reviewing the classic analysis based on this intuition, we briefly comment on the difficulty of combining period enforcement with the dynamic self-suspension model (Section 2.1.4).
In short, to be effective, the period enforcer fundamentally requires the segmented self-suspension model (Section 2.1.5) because it cannot cope with the unpredictable execution times between (the unpredictably many) self-suspensions that jobs may exhibit under the dynamic self-suspension model.

A simple example can explain why the period enforcer algorithm is not compatible with the dynamic self-suspending task model. Consider a trivial system that has only one task with a total execution time $C_1 = 1$, a total self-suspension length $S_1 = 1$, and a period and relative deadline of $D_1 = T_1 = 2$. Suppose the first job of task $\tau_1$ arrives at time 0, suspends itself for one time unit, and then executes for one time unit. Further suppose the second job of task $\tau_1$ arrives at time 2, first executes for 0.5 time units, then suspends for 1 time unit, and finally executes for 0.5 time units. With the period enforcer algorithm in place, the second job of task $\tau_1$ starts its execution at time 3, at which point it will clearly miss its deadline at time 4.

In this example, the problem is that the eligibility time of the first computation “segment” of the second job is determined by the self-suspension pattern of the first job, even though the first job deferred all of its execution, whereas the second job deferred only a part of its execution. Under the more restrictive segmented self-suspension model (Section 2.1.5), the pattern of self-suspension and computation times is statically fixed; such a mismatch is hence not possible.

Next, we revisit the original analysis of the period enforcer algorithm.

2.3 Classic Analysis of the Period Enforcer Algorithm

The central notation in Rajkumar’s analysis [27] is a deferrable task, which matches our notion of segmented tasks, as already discussed in Section 2.1.5. Specifically, Rajkumar states that:

“With deferred execution, a task $\tau_i$ can execute its $C_i$ units of execution in discrete amounts $C_1^i, C_2^i, \ldots$ with suspension in between $C_j^i$ and $C_{j+1}^i$. [27, Section 3]" 

Central to Rajkumar’s analysis [27] is a task set transformation (recall Section 2.1.7) that splits each deferrable task with multiple segments (Section 2.1.5) into a corresponding number of single-segment deferrable tasks (Section 2.1.6). In the words of Rajkumar [27, Section 3]:

“Without any loss of generality, we shall assume that a task $\tau_i$ can defer its entire execution time but not parts of it. That is, a task $\tau_i$ executes for $C_i$ units with no suspensions once it begins execution. Any task that does suspend after it executes for a while can be considered to be two or more tasks each with its own worst-case execution time. The only difference is that if a task $\tau_i$ is split into two tasks $\tau'_i$ followed by $\tau''_i$, then $\tau''_i$ has the same deadlines as $\tau'_i$."

In other words, the transformation can be understood as splitting each self-suspending task into a matching number of single-segment deferrable tasks (Section 2.1.6), which are equivalent to non-self-suspending sporadic tasks subject to release jitter (Section 2.1.3), which can be easily analyzed with classic fixed-priority response-time analysis [1]. To constitute an effective schedulability analysis, the transformation must ensure that, if the transformed set of single-segment deferrable tasks can be shown to be schedulable (e.g., with response-time analysis [1]), then the original set of multi-segment deferrable tasks is also schedulable under period enforcement.

To summarize, as illustrated in Figure 1, uncontrolled deferred execution can impose increased interference on lower-priority tasks because of the potential for “back-to-back” execution [1, 18, 17, 26, 31]. The purpose of the period enforcer algorithm is to reduce such penalties for lower-priority
tasks without detrimentally affecting the schedulability of self-suspending, higher-priority tasks. The latter aspect – no detrimental effects for self-suspending tasks – is captured concisely by Theorem 5 in the original analysis of the period enforcer algorithm [27].

**Theorem 5**: A [single-segment] deferrable task that is schedulable under its worst-case conditions is also schedulable under the period enforcer algorithm [27].

The “worst-case conditions” mentioned in the theorem simply correspond to the case when (i) a job of a single-segment deferrable task defers its execution for the maximally allowed time $S^0_i$ (i.e., when it incurs maximal release jitter) and (ii) it incurs maximum higher-priority interference (i.e., when its start of execution coincides with a critical instant [19]).

### 2.4 Questions Answered in This Paper

Theorem 5 (in [27]) is a strong result: it implies that the period enforcer does not induce any deadline misses. This seemingly enables a powerful analysis approach: if the corresponding transformed set of single-segment deferrable tasks can be shown to be schedulable *without* period enforcement under fixed-priority scheduling using *any* applicable analysis (e.g., [1]), then the period enforcer algorithm also yields a correct schedule.

However, recall that, in the original analysis [27], deferrable tasks are assumed to defer their execution either completely or not at all (but not parts of it). It is hence important to realize that Theorem 5 in [27] applies only to the transformed set of *single-segment* deferrable tasks, and that it does not apply to the *original* set of multi-segmented self-suspending tasks.

This leads to the first question: *If the original set of segmented self-suspending tasks is schedulable without period enforcement, is it then also schedulable under period enforcement?* That is, can Theorem 5 (in [27]) be generalized to multi-segmented self-suspending tasks? In Section 3, we answer this question in the negative.

1. There exist sets of segmented self-suspending tasks that are schedulable under fixed-priority scheduling without any enforcement, but that are infeasible under period enforcement. This shows that Theorem 5 in [27] has to be used with care – it may be applied only in the context of the transformed single-segment deferrable task set, but not in the context of the original multi-segmented self-suspending task set.

Therefore, to apply Theorem 5 to conclude that a set of segmented self-suspending task sets remains schedulable despite period enforcement, we first have to answer the task-set transformation question: *given a set of segmented self-suspending tasks $T$, how do we obtain a corresponding set of single-segment deferrable tasks $T'$ such that $T'$ is schedulable (without period enforcement) only if $T$ is schedulable (with period enforcement)?* That is, as discussed in Section 2.3, the classic analysis of the period enforcer [27] presumes that it is possible to convert a set of multi-segmented self-suspending tasks into a corresponding set of single-segment deferrable tasks, but it is left undefined in [27] how this central step should be accomplished. In Section 4, we make a pertinent observation.

2. How to derive a single-segment deferrable task set corresponding to a given set of multi-segmented self-suspending tasks is an open problem. Recent findings by Nelissen et al. [25] can be applied in a special case, but their method takes exponential time (even in the special case).

Finally, we consider the use of the period enforcer in conjunction with suspension-based multiprocessor locking protocols for partitioned fixed-priority scheduling (such as the MPCP [15, 26] or the FMLP [2, 6]). While it is certainly tempting to apply period enforcement with the intention...
of avoiding the negative effects of deferred execution due to lock contention (as previously suggested elsewhere [15, 14, 28]), we ask: does existing blocking analysis remain safe when combined with the period enforcer algorithm? In Section 5, we show that this is not the case.

3. The period enforcer algorithm invalidates all existing blocking analyses for real-time semaphore protocols as there exist non-trivial feedback cycles between the period enforcer rules and blocking durations.

### 3 Period Enforcement Can Induce Deadline Misses

In this section, we demonstrate with an example that there exist sets of sporadic segmented self-suspending tasks that both (i) are schedulable without period enforcement and (ii) are not schedulable with period enforcement.

To this end, consider a task system consisting of 2 tasks. Let $\tau_1$ denote a sporadic task without self-susENSIONS and parameters $C_1 = 2$ and $T_1 = D_1 = 10$, and let $\tau_2$ denote a self-suspending task consisting of two segments with parameters $C_2^1 = 1$, $S_2^1 = 6$, $C_2^2 = 1$, and $T_2 = D_2 = 11$. Suppose that we use the rate-monotonic priority assignment, i.e., $\tau_1$ has higher priority than $\tau_2$.

This task set is schedulable without any enforcement since at most one computation segment of a job of $\tau_2$ can be delayed by $\tau_1$:

- if the first segment of a job of $\tau_2$ is interfered with by $\tau_1$, then the second segment resumes at most 9 time units after the arrival of the job and the response time of task $\tau_2$ is hence 10; otherwise,
- if the first segment of a job of $\tau_2$ is not interfered with by $\tau_1$, then the second segment resumes at most 7 time units after the arrival of the job and hence the response time of task $\tau_2$ is at most 10 even if the second segment is interfered with by $\tau_1$.

Figure 3 depicts an example schedule of the task set assuming periodic job arrivals.

Next, let us consider the same task set under control of the period enforcer algorithm, as defined in Section 2.2. Figure 4 shows the resulting schedule for a periodic release pattern. The first job of task $\tau_2$ (which arrives at time $a_{2,1}^1 = 0$) is executed as if there is no period enforcement since the definition $ET_{2,0}^1 = ET_{2,0}^2 = -T_2$ ensures that both segments are immediately eligible. Note that the first segment of $\tau_2$’s first job is delayed due to interference from $\tau_1$. As a result, the second segment of $\tau_2$’s first job does not resume until time $a_{2,1}^2 = 9$. Thus, we have

\[
ET_{2,1}^1 = \max(-T_2 + T_2, busy(\tau_2, 0)) = 0 \text{ and } \ ET_{2,1}^2 = \max(-T_2 + T_2, busy(\tau_2, 9)) = 9.
\]

In contrast to the first job, the second job of task $\tau_2$ (which arrives at time 11) is affected by period enforcement. The first segment of the second job is released at time $a_{2,2}^1 = 11$, incurs
interference for one time unit during \([11, 12]\), and suspends at time 13. The second segment of the second job hence resumes only at time \(a_2^2 = 19\). Thus, we have

\[
ET_{1,2} = \max (0 + 11, \text{busy}(\tau_2, 11)) = 11 \text{ and }
ET_{2,2} = \max (9 + 11, \text{busy}(\tau_2, 19)) = 20.
\]

According to the rules of the period enforcer algorithm, the processor therefore remains idle at time 19 because the segment is not eligible to execute until time \(ET_{2,2} = 20\). However, at time 20, the third job of \(\tau_1\) is released. As a result, the second job of \(\tau_2\) suffers from additional interference and misses its deadline at time 22.

This example shows that there exist sporadic segmented self-suspending task sets that (i) are schedulable under fixed-priority scheduling without any enforcement, but (ii) are not schedulable under the period enforcer algorithm.

One may consider to enrich the period enforcer with the following scheduling rule: when the processor becomes idle, a task immediately becomes eligible to execute regardless of its eligibility time. However, even with this extension, the above example remains valid by introducing one additional lower-priority task \(\tau_3\) with execution time \(C_3 = 13\) (to be executed from time 3 to time 19 and to time 20) and \(T_3 = D_3 = 100\). With task \(\tau_3\), the processor is always busy from time 0 to time 23 and consequently \(\tau_2\) still misses its deadline at time 22.

Furthermore, the example also demonstrates that the conversion to single-segment deferrable tasks does incur a loss of generality since it introduces pessimism. In the context of the above example, if we convert the multi-segmented suspending task \(\tau_2\) into two single-segment deferrable tasks, called \(\tau_2^1\) and \(\tau_2^2\), where task \(\tau_2^1\) never defers its execution and task \(\tau_2^2\) defers its execution by at most 9 time units, the resulting single-segment deferrable task set \(\{\tau_1, \tau_2^1, \tau_2^2\}\) is in fact not schedulable under the given priority assignment: if a job of \(\tau_1\) coincides with the arrival of a job of \(\tau_2^2\) after it has maximally deferred its execution, the job of \(\tau_2^2\) has a response time of \(9 + 2 + 1\) time units, which exceeds its relative deadline of 11 time units. This shows that any restriction to single-segment deferrable tasks — that is, assuming that “\([w]\)ithout any loss of generality […] a task \(\tau_i\) can defer its entire execution time but not parts of it” [27] (recall Section 2.3) — does in fact come with a loss of generality.

4 Deriving a Corresponding Deferrable Task Set

To apply an analysis of the period enforcer based on Theorem 5 in [27], we first need to convert a given set of multi-segment self-suspending tasks into a corresponding set of single-segment deferrable tasks. This raises the question: how can we efficiently derive the corresponding set of single-segment deferrable tasks?
The original period enforcer proposal [27] is silent on this issue and does not spell out a procedure for converting a multi-segmented self-suspending task to a corresponding set of single-segment deferrable tasks. However, in our opinion, performing such a transformation without introducing additional pessimism is not at all easy in the general case.

In the following, we illustrate the inherent difficulty of the problem by focusing on a special case to which we can apply a recent result of Nelissen et al. [25], which allows analyzing the worst-case response time of multi-segmented self-suspending sporadic tasks, albeit with exponential time complexity. Specifically, Nelissen et al.’s worst-case response time analysis [25], which is based on mixed-integer linear programming (MILP), can be applied under the following conditions:

1. the task set contains only one self-suspending task,
2. the self-suspending task is the lowest-priority task,
3. the scheduling policy is preemptive fixed-priority scheduling, and
4. all tasks have constrained deadlines (i.e., \( D_i \leq T_i \) for all \( \tau_i \)).

As an aside, it is interesting to note that, even for the restrictive case above, Nelissen et al.’s MILP-based analysis [25] provides only an upper bound on the worst-case response time, and not necessarily the exact worst-case response time. However, at least conceptually, an exact answer can be obtained based on their analysis by combining it with an exhaustive search. Specifically, Lemma 2 of Nelissen et al. [25] provides a characterization of the worst-case release pattern that yields a maximal response time. Thus, by exploring all release patterns that satisfy the conditions stated in Lemma 2 of Nelissen et al. [25], an exact bound can be determined (at great computational cost). A detailed discussion of this approach can be found in a recent report [8].

Let us now return to the discussion of the task-set transformation that is needed before Theorem 5 in [27] can be applied. For an arbitrary number of tasks \( k \geq 2 \), suppose that the system has \( k - 1 \) regular sporadic tasks and only one segmented self-suspending task \( \tau_k \), and that all tasks have implicit deadlines (i.e., \( D_i = T_i \) for all \( \tau_i \)). Further suppose that task \( \tau_k \) has \( m_k \) segments with \( m_k \geq 3 \).

To convert a computation segment of \( \tau_k \) into a single-segment deferrable task, we need to derive the segment’s latest-possible release time, relative to the arrival of the corresponding job. Formally, for the \( j \)th computation segment of task \( \tau_k \), we let \( \rho_{k}^{j} \) denote its latest-possible release time, with the interpretation that, if a job of task \( \tau_k \) arrives at time \( t \), then it is guaranteed that the \( j \)th computation segment of this job will be released at the latest at time \( t + \rho_{k}^{j} \).

How can we compute \( \rho_{k}^{j} \)? Suppose that the worst-case response time of the \( j \)th computation segment of task \( \tau_k \) is \( W_{k}^{j} \), and recall that \( S_{k}^{j} \) denotes the maximum self-suspension length before the \( j \)th computation segment of \( \tau_k \). Then \( \rho_{k}^{j} \) can be expressed in terms of \( W_{k}^{j-1} \):

\[
\rho_{k}^{j} = W_{k}^{j-1} + S_{k}^{j-1},
\]

where \( W_{k}^{0} = 0 \). Therefore, if we can derive the exact segment worst-case response time \( W_{k}^{j} \) for \( j = 1, 2, \ldots, m_k - 1 \), we can easily compute \( \rho_{k}^{j} \) for \( j = 1, 2, \ldots, m_k \). And conversely, if we can somehow obtain \( \rho_{k}^{j} \) for \( j = 2, \ldots, m_k \), we can trivially infer \( W_{k}^{j} \) for \( j = 1, 2, \ldots, m_k - 1 \).

Based on these considerations, it appears that the transformation problem is – at least in the considered special case – equivalent to the worst-case response time analysis of a multi-segmented self-suspending task.

However, deriving an exact bound \( W_{k}^{j} \) for task \( \tau_k \) and for \( j = 1, 2, \ldots, m_k - 1 \) is not easy: even for the above “simple” case, Nelissen et al.’s MILP solution [25] for calculating a safe upper bound on the worst-case response time requires exponential time complexity if \( j \geq 2 \). In fact, it has recently been shown that the problem of verifying the schedulability of such a task set is coNP-hard in the strong sense [7]. It follows analogously that analyzing the exact worst-case response time of task \( \tau_k \) is NP-hard in the strong sense [7].
Notably, Nelissen et al. [25] and Chen [7] do not consider the period enforcer; rather, their results pertain to unrestricted self-suspending. However, given that the period enforcer has no effect on tasks that do not self-suspend [27], and given that in the considered special case only the lowest-priority task self-suspends, we believe that their observations transfer to the period enforcement case.

To summarize, to analyze the period enforcer based on Theorem 5 in [27], a procedure for transforming multi-segmented self-suspending tasks into sets of single-segment deferrable tasks is needed, but no such procedure is given in the original proposal [27]. Based on the presented considerations, we conclude that filling in this missing step is non-trivial and observe that the closest known solution by Nelissen et al. [25] requires exponential time even in the greatly simplified special case of a single self-suspending task, and that the problem of verifying the schedulability of such a task set is in fact coNP-hard in the strong sense [7]. It thus remains unclear how Theorem 5 in [27] can be used for schedulability analysis of sets of multi-segmented self-suspending tasks. While we did search for alternative analysis approaches that do not rely on Theorem 5, we did not find a simple or efficient schedulability test for the period enforcer without introducing substantial additional pessimism. The problem remains open.

Next, we take a look at the period enforcer in the context of synchronization protocols.

5 Incompatibility with Suspension-Based Locking Protocols

Binary semaphores, i.e., suspension-based locks used to realize mutually exclusive access to shared resources, are a common source of self-suspending in multiprocessor real-time systems. When a task tries to use a resource that has already been locked, it self-suspends until the resource becomes available. Such self-suspending due to lock contention, just like any other self-suspension, result in deferred execution and thus can detrimentally affect a task’s interference on lower-priority tasks. It may thus seem natural to apply the period enforcer to control the negative effects of blocking-induced self-suspending.

However, as we demonstrate with two examples, it is actually unsafe to apply period enforcement to lock-induced self-suspending.

5.1 Combining Period Enforcement and Suspension-Based Locks

Whenever a task attempts to lock a shared resource, it may potentially block and self-suspend. In the context of the multi-segmented self-suspending task model, each lock request hence marks the beginning of a new segment.

The period enforcer algorithm may therefore be applied to determine the eligibility time of each such segment (which, again, all start with a critical section). There is, however, one complication: when does a task actually acquire a lock? That is, if a task’s execution is postponed due to the period enforcement rules, at which point is the lock request processed, with the consequence that the resource becomes unavailable to other tasks?

There are two possible interpretations of how period enforcement and locking rules may interact. Under the first interpretation, when a task requires a shared resource, which implies the beginning of a new segment, its lock request is processed only when its new segment is eligible for execution, as determined by the period enforcer algorithm. Alternatively, under the second interpretation, a task’s request is processed immediately when it requires a shared resource.

4 The use of period enforcement in combination with suspension-based locks has indeed been assumed in prior work [28], stated as a motivation and possible use case in the original period enforcer proposal [27], and suggested as a potential improvement elsewhere [15, 14].
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As a consequence of the first rule, a task may find a required shared resource unavailable when its new segment becomes eligible for execution even though the resource was available when the prior segment finished. As a consequence of the second rule, a shared resource may be locked by a task that cannot currently use the resource because the task is still ineligible to execute.

We believe that the first interpretation is the more natural one, as it does not make much sense to allocate resources to tasks that cannot yet use them. However, for the sake of completeness, we show that either interpretation can lead to deadline misses even if the task set is trivially schedulable without any enforcement.

5.2 Case 1: Locking Takes Effect at Earliest Segment Eligibility Time

In the following example, we assume the first interpretation, i.e., that the processing of lock requests is delayed until the point when a resuming segment would no longer be subject to any delay due to period enforcement. We show that this interpretation leads to a deadline miss in a task set that would otherwise be trivially schedulable.

Consider the following simple task set consisting of two tasks on two processors that share one resource. Task $\tau_1$, on processor 1, has a total execution cost of $C_1 = 4$ and a period and deadline of $T_1 = D_1 = 8$. After one time unit of execution, jobs of $\tau_1$ require the shared resource for two time units. $\tau_1$ thus consists of two segments with costs $C_1^1 = 1$ and $C_1^2 = 3$. Task $\tau_2$, on processor 2, has the same overall WCET ($C_2 = 4$), a slightly shorter period ($T_2 = D_2 = 7$), and requires the shared resource for one time unit after two time units of execution ($C_2^1 = 2$ and $C_2^2 = 2$). Without period enforcement (and under any reasonable locking protocol), the task set is trivially schedulable because, by construction, any job of $\tau_1$ incurs at most one time unit of blocking, and any job of $\tau_2$ incurs at most two time units of blocking.

In contrast, with period enforcement, deadline misses are possible. Figure 5 depicts a schedule of the two tasks assuming periodic job arrivals and use of the period enforcer algorithm. We focus on the eligibility times $ET_{2,1}, ET_{2,2}, ET_{2,3}, \ldots$ of the second segment of $\tau_2$.

Since $\tau_2$’s first job requests the shared resource only after two time units of execution, it is blocked by $\tau_1$’s critical section, which commenced at time 1. At time 3, $\tau_1$ releases the shared resource and $\tau_2$ consequently resumes (i.e., $a_{2,1}^2 = 3$). According to the period enforcer rules [27],
the second segment is immediately eligible because, according to Equation 1 (in Section 3),

\[ ET_{2,1}^2 = \max \left( ET_{2,0}^2 + T_2, \ busy(\tau_2, a_{2,1}) \right) = \max(-T_2 + T_2, 3) = 3. \]

(Recall that \( ET_{2,0}^2 = -T_2 \), and interpret \( busy(\tau_2, a_{2,1}) \) with respect to \( \tau_2 \)’s processor.)

At time 7, the second job of \( \tau_2 \) is released. Its first segment ends at time 9. However, its second segment is not eligible to be scheduled before time 10 since \( ET_{2,2}^2 \geq ET_{2,1}^2 + T_2 = 3 + 7 = 10 \). At time 9, the second job of \( \tau_1 \), released at time 8, can thus lock the shared resource without contention. Consequently, when \( \tau_2 \)’s request for the shared resource takes effect at time 10, the resource is no longer available and \( \tau_2 \) must wait until time \( a_{2,2}^2 = 11 \) before it can proceed to execute. We thus have

\[ ET_{2,2}^2 = \max \left( ET_{2,1}^2 + T_2, \ busy(\tau_2, a_{2,2}) \right) = \max(10, 11) = 11. \]

The third job of \( \tau_2 \) is released at time 14. Its first segment ends at time 16, but since \( ET_{2,3}^2 \geq ET_{2,2}^2 + T_2 = 11 + 7 = 18 \), the second segment may not commence execution until time 18 and the shared resource remains available to other tasks in the meantime. The third job of \( \tau_1 \) is released at time 16 and acquires the uncontested shared resource at time 17. Thus, the segment of \( \tau_2 \) cannot resume execution before time \( a_{2,3}^2 = 19 \). Therefore

\[ ET_{2,3}^2 = \max \left( ET_{2,2}^2 + T_2, \ busy(\tau_2, a_{2,3}) \right) = \max(18, 19) = 19. \]

The same pattern repeats for the fourth job of \( \tau_2 \), released at time 21: when its first segment ends at time 23, the second segment is not eligible to commence execution before time 26 since \( ET_{2,4}^2 \geq ET_{2,3}^2 + T_2 = 19 + 7 = 26 \). By then, however, \( \tau_1 \) has already locked the shared semaphore again, and the second segment of the fourth job of \( \tau_2 \) cannot resume before time \( a_{2,4}^2 = 27 \), at which point

\[ ET_{2,4}^2 = \max \left( ET_{2,3}^2 + T_2, \ busy(\tau_2, a_{2,4}) \right) = \max(26, 27) = 27. \]

However, this leaves insufficient time to meet the job’s deadline: as the second segment of \( \tau_2 \) requires \( C_2^2 = 2 \) time units to complete, the job’s deadline at time 28 is missed.

By construction, this example does not depend on a specific locking protocol; for instance, the effect occurs with both the MPCP [26] (based on priority queues) and the FMLP [2, 6] (based on FIFO queues). The corresponding response-time analyses for both protocols [3, 15] predict a worst-case response time of 6 for task \( \tau_2 \) (i.e., four time units of execution, and at most two time units of blocking due to the critical section of \( \tau_1 \)). This demonstrates that, under the first interpretation, adding period enforcement to suspension-based locks invalidates existing blocking analyses. Furthermore, it is clear that the devised repeating pattern can be used to construct schedules in which the response time of \( \tau_2 \) grows beyond any given implicit or constrained deadline.

Next, we show that the second interpretation can also lead to deadline misses in otherwise trivially schedulable task sets.

### 5.3 Case 2: Locking Takes Effect Immediately

From now on, we assume the second interpretation: all lock requests are processed immediately when they are made, even if this causes the shared resource to be locked by a task that is not yet eligible to execute according to the rules of the period enforcer algorithm. We construct an example in which a task’s response time grows with each job until a deadline is missed.

To this end, consider two tasks with identical parameters hosted on two processors. Task \( \tau_1 \) is hosted on processor 1; task \( \tau_2 \) is hosted on processor 2. Both tasks have the same period and
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Figure 6 Example schedule of two tasks $\tau_1$ and $\tau_2$ on two processors sharing one lock-protected resource. The example assumes that lock requests take effect immediately, even if the critical section segment is not yet eligible to be scheduled according to the rules of the period enforcer algorithm. Under this interpretation, the third job of task $\tau_1$ misses its deadline at time 24.

relative deadline $T_1 = T_2 = D_1 = D_2 = 8$ and the same WCET of $C_1 = C_2 = 4$. They both access a single shared resource for two time units each per job. Both tasks request the shared resource after executing for at most one time unit. They both thus have two segments each with parameters $C_1^2 = C_2^2 = 1$ and $C_1^2 = C_2^2 = 3$.

The example exploits that a job may require less service than its task’s specified WCET. To ensure that the shared resource is acquired in a certain order, we assume the following deterministic pattern of the actual execution times. Let $\epsilon$ be an arbitrarily small, positive real number with $\epsilon < 1$.

- The first segment of even-numbered jobs of $\tau_1$ executes for only $1 - \epsilon$ time units.
- The first segment of odd-numbered jobs of $\tau_2$ executes for only $1 - \epsilon$ time units.
- All other segments execute for their specified worst-case costs.

Figure 6 shows an example schedule assuming periodic job arrivals.

At time $1 - \epsilon$, the first job of $\tau_2$ acquires the shared resource because $\tau_1$ does not issue its request until time 1. Consequently, $\tau_1$ is blocked until time $a_{1,1}^2 = 3 - \epsilon$, and we have

$$ET_{1,1}^2 = \max(ET_{1,0}^2 + T_1, busy(\tau_1, a_{1,1}^2)) = \max(-T_1 + T_1, 3 - \epsilon) = 3 - \epsilon$$

and

$$ET_{2,1}^2 = \max(ET_{2,0}^2 + T_2, busy(\tau_2, a_{2,1}^2)) = \max(-T_2 + T_2, 0) = 0.$$ 

The roles of the second jobs of both tasks are reversed: since the second job of $\tau_1$ locks the shared resource already at time $9 - \epsilon$, $\tau_2$ is blocked when it attempts to lock the resource at time 9. However, according to the rules of the period enforcer algorithm, the second segment of the second job of $\tau_1$ is not actually eligible to execute before time $11 - \epsilon$ since

$$ET_{1,2}^2 = \max(ET_{1,1}^2 + T_1, busy(\tau_1, a_{1,2}^2)) = \max(3 - \epsilon + 8, 8) = 11 - \epsilon.$$ 

Consequently, even though the lock is granted to $\tau_1$ already at time $9 - \epsilon$, the critical section is executed only starting at time $11 - \epsilon$, and $\tau_2$ is thus delayed until time $13 - \epsilon$. At time $13 - \epsilon$, $\tau_2$ is immediately eligible to execute since

$$ET_{2,2}^2 = \max(ET_{2,1}^2 + T_2, busy(\tau_2, a_{2,2}^2)) = \max(0 + 8, 13 - \epsilon) = 13 - \epsilon.$$
The third jobs of both tasks are released at time 16. The roles are swapped again: because \( \tau_2 \)'s first segment requires only \( 1 - \epsilon \) time units of service, it acquires the lock at time \( \alpha_{2,3}^2 = 17 - \epsilon \), before \( \tau_1 \) issues its request at time 17. However, according to the period enforcer algorithm’s eligibility criterium, \( \tau_2 \) cannot actually continue its execution before time \( 21 - \epsilon \) since

\[
ET_{2,3}^2 = \max \left( ET_{2,2}^2 + T_2, \ busy(\tau_2, \alpha_{2,3}^2) \right) = \max(13 - \epsilon + 8, 16) = 21 - \epsilon.
\]

This, however, means that \( \tau_1 \) cannot use the shared resource before time \( 23 - \epsilon \), which leaves insufficient time to complete the second segment of \( \tau_1 \)'s third job before its deadline at time 24. Furthermore, if both tasks continue the illustrated execution pattern, the period enforcer continues to increase their response times. As a result, the pattern may be repeated to construct schedules in which any arbitrarily large implicit or constrained deadline is violated.

As in the previous example, the response-time analyses for both the MPCP \([3, 15]\) and the FMLP \([3]\) predict a worst-case response time of 6 for both tasks (i.e., four time units of execution, and at most two time units of blocking). The example thus demonstrates that, if lock requests take effect immediately, then the period enforcer is incompatible with existing blocking analyses because, under the second interpretation, it increases the effective lock-holding times.

### 5.4 Other Protocols and Interpretations

The examples in Sections 5.2 and 5.3 assume a *shared-memory* locking protocol: once a lock is granted, tasks execute their own critical sections on their assigned processors. One may wonder whether effects similar to those described in Sections 5.2 and 5.3 can also occur under *distributed* real-time locking protocols such as the *Distributed Priority Ceiling Protocol* (DPCP) \([28, 29]\) or the *Distributed FIFO Locking Protocol* (DFLP) \([3, 4]\), where critical sections may be executed on dedicated *synchronization processors*. In this case, the self-suspension occurs on the task’s *application processor*, which is different from the (remote) synchronization processor on which the critical section is executed.

This separation allows employing period enforcement only on application processors (while avoiding it on synchronization processors) without incurring the feedback cycle between blocking times and self-suspension times highlighted in Sections 5.2 and 5.3.

However, period enforcement still invalidates all existing blocking analyses for distributed real-time semaphore protocols \([3, 28, 29]\) because it artificially increases blocking times if tasks contain multiple accesses to shared resources. An example demonstrating this effect is shown in Figure 7. Two segmented self-suspending tasks \( \tau_1 \) and \( \tau_2 \) share a resource using a distributed real-time locking protocol. The choice of protocol is irrelevant; the example works with both the DPCP and the DFLP. The tasks have parameters \( m_1 = 2, C_1^1 = C_2^1 = 1, T_1 = D_1 = 25 \) and \( m_2 = 3, C_2^2 = 3 = 1, C_2^2 = 6, \) and \( T_2 = D_2 = 15 \). The computation segments are separated by self-suspensions that arise while the tasks wait for the completion of critical sections that are executed remotely on a dedicated synchronization processor \( P_{sync} \); the corresponding suspension segment parameters \( S_1, S_1^2, \) and \( S_1^2 \) will be defined shortly.

The first jobs of \( \tau_1 \) and \( \tau_2 \) are both released at time 0 and attempt to access the shared resource at time 1. Task \( \tau_1 \)'s request is serviced first; as a result \( \tau_2 \) resumes only at time \( \alpha_{2,1}^2 = ET_{2,1}^2 = 5 \) after having been suspended for four time units:

\[
ET_{2,1}^2 = \max \left( ET_{2,0}^2 + T_2, \ busy(\tau_2, \alpha_{2,1}^2) \right) = \max(-T_2 + T_2, 5) = 5.
\]

Task \( \tau_2 \) then executes its second computation segment for \( C_2^2 = 6 \) time units until time 11, when the job accesses the shared resource for a second time. Since there is no contention from \( \tau_1 \) at this time, \( \tau_2 \) resumes after only two time units at time 13. This leaves the job sufficient time to complete at time 14, one time unit before its deadline at time 15.
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Figure 7 Example schedule of two tasks $\tau_1$ and $\tau_2$ on two processors sharing a remote resource using a distributed semaphore protocol (e.g., the DPCP [28, 29] or the DFLP [3, 4]) together with the period enforcer. Since critical sections are executed as remote procedure calls (RPCs) on a dedicated synchronization processor $P_{sync}$ (not subject to period enforcement), their execution is not delayed by period enforcement. However, period enforcement delays $\tau_2$ at time 18, which invalidates existing analyses [3, 28, 29]: under both the DPCP and the DFLP, $\tau_2$ is predicted to have a maximum response time of 14 [3], but with period enforcement, the second job of $\tau_2$ has in fact a response time of 16.

The second job of $\tau_2$ is released at time 15 and issues a request for the shared resource at time 16. Since there is no contention from $\tau_1$ at the time, the second computation segment arrives already at time $a_{2,2}^2 = 18$, after having been self-suspended for only two time units. However, since the second segment of the first job arrived at time $a_{2,1}^1 = 5$, the second segment of the second job is not eligible to start execution until time $ET_{2,2}^2 = 20$ since

$$ET_{2,2}^2 = \max \left( ET_{2,1}^2 + T_2, \ busy(\tau_2, a_{2,2}^2) \right) = \max(5 + T_2, 18) = 20.$$ 

As a result, $\tau_2$ faces contention from $\tau_1$ when it issues its second request for the shared resource at time 26, which ultimately leads to a deadline miss at time 30.

In contrast, without period enforcement, $\tau_2$ does not miss its deadline at time 30 because, across its two requests, a job of $\tau_2$ is delayed by at most one request of $\tau_1$, for a total self-suspension time of at most two six time units. That is, even though the individual self-suspension segments of the two tasks are each up to four time units long (i.e., $S_1^1 = S_2^1 = S_2^2 = 4$), the fact that self-suspensions arise due to the same cause (resource contention) means that the total self-suspension time is actually less than the sum of the individual per-segment bounds.

Existing analyses for the DPCP [3, 28, 29] and the DFLP [3] exploit this knowledge and therefore predict task $\tau_2$ to be schedulable with a worst-case response time of 14.\(^5\) The example in Figure 7 thus demonstrates that the period enforcer invalidates existing blocking bounds for distributed semaphore protocols. As an aside, the example in Figure 7 further highlights limitations of the segmented self-suspension model in the context of synchronization protocols, where the lengths of self-suspensions encountered at runtime are inherently not independent.

\(^5\) The analyses in [28, 29] do assume a segmented task model, but bound the total blocking across all segments. The analysis in [3] also bounds the total blocking across all segments and can be applied to both the segmented and the dynamic self-suspension model.
Figure 8 Example schedule of two tasks $\tau_1$ and $\tau_2$ on two processors sharing one lock-protected resource. The example assumes that lock requests take effect immediately and that critical sections are exempt from period enforcement (i.e., period enforcement is applied only to any computation after a critical section). As in Figure 7, the second job of task $\tau_2$ misses its deadline at time 30.

Returning to the shared-memory case, as a third possible interpretation, one could also exclude critical sections from period enforcement such that only the rest of the computation segment after a critical section is subject to period enforcement (i.e., making critical sections immediately eligible to execute). This can be understood as making each critical section an individual computation segment (exempt from period enforcement) that is separated from the following computation by a “virtual” self-suspension of maximum length zero. As in the case of distributed semaphore protocols, this interpretation breaks the feedback cycle highlighted in Sections 5.2 and 5.3, but still invalidates all existing blocking analyses as it artificially inflates the synchronization delay.

An example of this effect is shown in Figure 8, which depicts the same scenario as in Figure 7 under the assumption that a shared-memory semaphore protocol is used (i.e., critical sections are executed locally by each job) and that critical sections are exempt from period enforcement. As in the distributed case, period enforcement induces a deadline miss, whereas existing blocking analyses [3, 15] exploit the fact that a remote critical section can block only once, thus arriving at a worst-case response time bound of 14 for $\tau_2$.

To conclude, in both Figures 7 and 8, period enforcement has an effect as if a single remote critical section can block a given job multiple times, which is fundamentally incompatible with efficient blocking analysis [3].

5.5 Discussion

While it is intuitively appealing to combine period enforcement with suspension-based locking protocols [15, 14, 28], we observe that this causes non-trivial difficulties. In particular, our examples show that the addition of period enforcement invalidates all existing blocking analyses.

If critical sections are subject to period enforcement, our examples also suggest that devising a correct blocking analysis would be a substantial challenge due to the demonstrated feedback cycle between the period enforcer rules and blocking durations. Fundamentally, the design of the period enforcer algorithm implicitly rests on the assumption that a segment can execute as soon as it is eligible to do so. In the presence of locks, however, this assumption is invalidated. As demonstrated, the result can be a successive growth of self-suspension times that proceeds until a

---

6 This interpretation does not fit the assumptions stated in [27, 28].
deadline is missed. The period enforcer algorithm, at least as defined and used in the literature to date [27, 28], is therefore incompatible with the existing literature on suspension-based real-time locking protocols (e.g., [2, 3, 15, 14, 28]).

Finally, it is worth noting that our examples can be trivially extended with lower-priority tasks to ensure that no processor idles before the described deadline misses occur. It is also not difficult to extend the examples in Figures 6 and 8 with a task on a third processor such that all critical sections of \( \tau_1 \) and \( \tau_2 \) are separated from their predecessor segments by a non-zero self-suspension.

6 Concluding Remarks

We have revisited the underlying assumptions and limitations of the period enforcer algorithm, which Rajkumar [27] introduced to handle segmented self-suspending real-time tasks.

One key assumption in the original proposal [27] is that a deferrable task \( \tau_i \) can defer its entire execution time but not parts of it. This creates some mismatches between the original segmented self-suspending task set and the corresponding single-segment deferrable task set, which we have demonstrated with an example that shows that Theorem 5 in [27] does not reflect the schedulability of the original segmented self-suspending task system.

The original proposal [27] further left open the question of how to convert a segmented self-suspending task set to a corresponding set of single-segment deferrable tasks. This problem remains open. Taking into account recent developments [7, 8, 25], we have observed that such a transformation is non-trivial in the general case.

Finally, we have demonstrated that substantial difficulties arise if one attempts to combine suspension-based locks with period enforcement. These difficulties stem from the fact that period enforcement can increase contention or lock-holding times, which increases the lengths of self-suspension intervals, which then in turn feeds back into the period enforcer’s minimum suspension lengths. As a consequence, period enforcement invalidates all existing blocking analyses.

Nevertheless, the period enforcer algorithm per se, and Theorem 5 in [27], could still prove to be useful for handling self-suspending tasks (that do not use suspension-based locks) if efficient schedulability tests or methods for constructing sets of single-segment deferrable tasks can be found. However, such tests or transformations have not yet been obtained and the development of a precise and efficient schedulability test for self-suspending tasks remains an open problem.

Acknowledgements. We thank James H. Anderson and Raj Rajkumar for their comments on early drafts of this paper.
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Abstract
The concept of a firm real-time task includes the notion of a firm deadline that should not be missed by the jobs of this task. If a deadline miss occurs, the concerned job yields no value to the system. For some applications domains, this restrictive notion can be relaxed. For example, robust control systems can tolerate that single executions of a control loop miss their deadlines, and still yield an acceptable behaviour. Thus, systems can be designed under more optimistic assumptions, e.g. by allowing overloads. However, care must be taken that deadline misses do not accumulate. This restriction can be expressed by the model of \((m, k)\)-firm real-time tasks that require that from any \(k\) consecutive jobs at least \(m\) are executed successfully. In this article, we extend our prior work on the MKU scheduling heuristic. MKU is based on history-cognisant utility functions as means for making decisions in overload situations. We present new theoretical results on MKU and other schedulers for \((m, k)\)-firm real-time tasks. Based on extensive simulations, we assess the performance of these schedulers. The results allow us to identify task set characteristics that can be used as guidelines for choosing a scheduler for a concrete use case.
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1 Introduction
Certain types of real-time systems can tolerate that some jobs miss their deadlines or are not executed at all. This allows to dimension the system more optimistically. Sporadically arising overload conditions are resolved either by deferring or cancelling some jobs. Consider, for example, the decoding of a video stream. If single frames are displayed too late, the quality a viewer experiences degrades, but he still can draw some benefit. Similarly, control systems can also tolerate some job losses due to their robustness. To convey the notion of such systems with relaxed real-time constraints into real-time scheduling, Jensen et al. [19] and Locke [33] replaced the binary notion of deadlines with more expressive time-utility functions (TUFs) and proposed a scheduler based on earliest deadline first (EDF) [32]. A TUF describes the value or utility a system can draw from a job execution if it is finished by a certain time, thus increasing the flexibility of real-time systems.

A problem in TUF-based real-time scheduling is that each job is viewed independently. Therefore, no guarantees can be given about the distribution of deadline misses or job cancellations (both termed losses in the following) for single tasks. It may even happen that jobs of a specific task are never executed [24]. Considering the above examples, it is obviously necessary that losses of jobs do not accumulate and thus a simple Quality-of-Service (QoS) metric is not sufficient to describe the available tolerances. Special concepts have been developed in scheduling theory
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that allow to constrain the distribution of deadline misses, for example the skip-over model [27], \((m,k)\)-firm real-time tasks [18], the dynamic window-constrained scheduler [44], or weakly-hard real-time tasks [4]. All these approaches consider not only single jobs, but also the execution history of the related tasks.

Our aim is to exploit the flexibility of TUF-based real-time scheduling while concurrently providing \((m,k)\)-firm real-time guarantees. We use history-cognizant utility functions (HCUFs) [24] derived from TUFs to convey a task’s state to a TUF-based real-time scheduler. A history-cognizant utility function (HCUF) represents the utility a task has accumulated with respect to the execution of past jobs. In our previous work [25] we have proposed a heuristic algorithm for utility-based scheduling of \((m,k)\)-firm real-time tasks (MKU). The MKU algorithm is an extension of Jensen et al.’s [19, 33] EDF-based scheduler. Our results in [25] show the feasibility of MKU and that it can achieve good results when compared to other schedulers for \((m,k)\)-firm real-time tasks.

In this article, we make the following contributions: First, we report new theoretical properties on preemptive scheduling of \((m,k)\)-firm real-time tasks. A schedulability test for tasks using fixed \((m,k)\)-patterns is presented. Additionally, we examine the phenomenon of breakdown anomalies, where increasing the utilisation of an infeasible task set can lead to feasibility. Also, new results on the schedulability of MKU are reported. Second, we present new results of extensive simulations that enable us to assess different schedulers for \((m,k)\)-firm real-time tasks more clearly. We use arbitrary task sets to examine the overall performance of different schedulers, the feasibility of schedulability tests, and the initialisation of a task’s execution history. In further simulations, we examine tasks sets where task periods and \((m,k)\)-constraints are restricted to practically relevant ranges.

The remainder of this article is structured as follows: In the following Section 2, we define the basic concepts used throughout this paper. Related work on TUF-based scheduling and scheduling of \((m,k)\)-firm real-time tasks is presented in Section 3. In Section 4, we present new properties of \((m,k)\)-firm schedules which we use in our evaluations. In Section 5, we introduce our evaluation methodology. Evaluation results are shown and discussed in Section 6. We conclude this article in Section 7.

2 Fundamentals

2.1 Task Model

An \((m,k)\)-firm real-time task is a tuple \(\tau_i = (C_i, T_i, m_i, k_i)\) with worst-case execution time (WCET) \(C_i\), period \(T_i\) and \((m,k)\)-constraint \((m_i, k_i)\). All numbers are integers. For simulation, we assume that a task’s execution time is constant. In reality, the actual execution time of a task may be lower than its WCET. We account for this fact in our simulation through the use of abstract task sets and the generation of concrete task sets for different utilisations (see Section 2.2). Tasks are initially released at time \(t = 0\), i.e. the task set is synchronous, and have implicit deadlines \(D_i = T_i\). Thus, jobs \(\tau_{i,j}\) are generated at times \(r_{i,j} = jT_i, j = 0, 1, \ldots\) and must be finished until \(d_{i,j} = (j + 1)T_i\) to avoid deadline misses. Each job is subject to a firm real-time requirement: If the job is not finished by its deadline, its result is useless and the job is cancelled. In this work, we consider the preemptive scheduling of jobs on a single processor. Thereby, we assume that jobs can be scheduled independently and that no resource constraints exist. If more than one job is eligible for dispatching at a certain time, e.g. due to identical priorities, then the scheduler chooses the job with the earliest activation time. If there are still multiple eligible jobs, an arbitrary one is chosen.

A task \(\tau_i\)'s \((m,k)\)-constraint is defined by \((m_i, k_i)\), meaning that in any \(k_i\) jobs released consecutively at least \(m_i\) must be finished before their deadline. An \((m,k)\)-firm real-time task
incurs a dynamic failure if less than \( m \) out of \( k \) consecutive jobs meet their deadline. More formally, this can be expressed using the concept of a \( k \)-sequence of a task. Let \( \sigma_j^i \in \{0, 1\} \) denote the status of the \( j \)-th job of \( \tau_i \) with \( \sigma_j^i = 0 \) representing a deadline miss or job cancellation, and \( \sigma_j^i = 1 \) standing for successful execution. Then, \( \tau_i \)'s state or \( k \)-sequence after execution of the \( j \)-th job is a string \( \sigma_i = (\sigma_i^{j-k+1}, \ldots, \sigma_i^{j-1}, \sigma_j^i) \) with \( \sigma_j^i \in \{0, 1\}^k \). New job states \( \sigma_j^i \) are shifted into \( \sigma_i \) from the right. The \((m, k)\)-constraint requires that a task \( \tau_i \)'s \( k \)-sequence always contains at least \( m \) 1s. A task’s distance from dynamic failure is the number of jobs that consecutively would have to miss their deadlines such that the task’s \((m, k)\)-constraint is no longer kept.

### 2.2 Abstract and Concrete Task Sets

Abstract task sets (ATSs) form the basis of the simulations presented in this article. An ATS \( \alpha = \{\alpha_1, \alpha_2, \ldots, \alpha_n\} \) is a set of abstract tasks \( \alpha_i = (e_i, T_i, m_i, k_i) \) with periods \( T_i \), \((m, k)\)-constraints \((m_i, k_i)\) and execution time weights \( e_i \). A concrete task set \( \tau(\alpha, U_T) \) is derived from an ATS \( \alpha \) by calculating the tasks’ execution times \( C_i \) such that the CTS approximates a target utilisation of \( U_T \). The execution time weight \( e_i \) specifies, how much task \( \tau_i \) contributes to the task set utilisation:

\[
\frac{e_i}{\sum_{j=1}^n e_j} = \frac{U_i}{U_T}
\]

Thereby, \( U_i = \frac{C_i}{T_i} \) is the utilisation of the task under consideration. Solving with eq. (1) for \( C_i \) yields:

\[
C_i = \frac{U_T}{\sum_{j=1}^n e_j} T_i e_i
\]

We consider only integral execution times in our simulations. How we obtain these will be clarified in Section 5.1.

### 3 Related Work

#### 3.1 TUF-based Scheduling

The concept of time-utility functions was originally introduced by Jensen et al. [19] and Locke [33]. Instead of basing task scheduling solely on the binary notion of a deadline, the use of TUFs allows for a greater flexibility. A TUF describes the utility a system gains when a job is finished until a certain time. Some TUFs for well-known real-time constraints are shown in Figure 1. Hard real-time jobs (Figure 1a) must be finished by their deadline. Exceeding hard deadlines can result in catastrophic consequences which is expressed by the value \(-\infty\) after the deadline. In contrast, firm real-time jobs (Figure 1b) do not yield any utility when exceeding their deadline. The entries in the \( k \)-sequence of a \((m, k)\)-firm real-time task can be seen as the results of a firm real-time TUF. Soft real-time jobs may exceed their deadlines and still yield a decreasing utility to the system, which is shown in Figure 1c. TUFs are not restricted to these shapes. Thus, TUFs define a generic interface for the specification of task timing requirements. They allow to integrate tasks with different timing requirements in a system using only a single scheduler.

Jensen et al. [19] demonstrate the benefit of TUFs by extending EDF scheduling for overloaded task sets. If a high probability for a deadline miss is detected that would render the EDF schedule infeasible, jobs that contribute only with a low value-density (ratio of utility/value to execution time) to the system are selectively cancelled. Thus, schedulability of the system is ensured and
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Accumulated utility is maximised. In literature, this approach is often referred to as Locke’s best-effort scheduling algorithm (LBESA). Based on LBESA, Clark [11] has developed the dependent activities scheduling algorithm (DASA) for tasks with dependencies. Davis et al. [12] proposed an adaptive threshold policy for the admission of jobs, which has a lower overhead than LBESA. The notion of dynamic value density [1] reduces cancellations of jobs that have already started execution. Li and Ravindran [30] presented the MLBESA and MDASA algorithms that mimic the behaviour of LBESA and DASA, but come with lower complexities. TUF-based approaches have often been proposed to handle transient overloads in real-time systems [3, 26, 6, 35, 34, 13].

Many works on scheduling based on TUFs can also be found under the term utility accrual scheduling. The aim in utility accrual scheduling is to maximise the utility that is accrued through the execution of tasks. Insofar, the values and shapes of TUFs are a central criterion for scheduling. Chen and Muhlethaler [7] have shown that the problem of maximising value through arrangement of jobs/tasks is NP-hard. They also proposed an heuristic scheduling algorithm with a complexity of \(O(n^3)\). The utility accrual packet scheduling algorithm by Wang and Ravindran [43] for packet scheduling in switched Ethernet comes with a lower complexity of \(O(n^2)\), but is restricted to unimodal non-increasing TUFs. In contrast, the resource-constrained utility accrual algorithm by Wu et al. [45] can handle arbitrary TUFs and resource constraints at a complexity of \(O(n^2 \log n)\). The generic utility scheduling algorithm by Li et al. [31] can also deal with mutual exclusion constraints, although with higher complexities of \(O(n^3)\) for dispatching and \(O(n^4r)\) for scheduling.

Tidwell et al. [42] model the scheduling problem as a Markov decision process that is solved offline and yields an optimal solution. The solution is used to generate a lookup table that is evaluated by an online scheduler in linear complexity. Also, works exist that investigate the use of TUF-based scheduling on multiprocessor systems [41, 10, 9, 39]. Here, especially the work of Rhu et al. [39] on the global multiprocessor utility accrual scheduling algorithm for \((m, k)\)-firm deadline-constrained multimedia streams (gMUA-MK) algorithm is interesting, as they aim to schedule tasks with \((m, k)\)-firm deadlines and TUFs on multiprocessors.

### 3.2 \((m, k)\)-firm Real-Time Tasks

The concept of real-time tasks with \((m, k)\)-firm deadlines was originally proposed by Hamdaoui and Ramanathan [18]. They present a scheme for distance-based priority (DBP) assignment of newly generated jobs for fixed-priority scheduling. Using this scheme, the priority of a job is set depending on the task’s distance from dynamic failure. Jobs that belong to a task with a short distance are assigned higher priorities. The corresponding calculations are based on the task’s \(k\)-sequence (see Section 2.1). Goossens [16] points out two properties of the DBP approach and devises an exact schedulability test. The first property concerns the initialisation of the \(k\)-sequences: Goossens shows that the string \(\sigma_i = 1^k\) is not optimal under DBP and may yield to an infeasible schedule. In contrast, using an error state to initialise \(\sigma_i\) can result in a feasible schedule. The second property is the periodicity of feasible DBP schedules. Scheduling
decisions under DBP only depend on the \((m,k)\)-constraints and \(k\)-sequences \(\sigma_i\) of the tasks, whose space is bounded. Let \(P = \text{lcm}\{T_i \mid i = 1, \ldots, n\}\) be the hyperperiod of the task set \(\tau = \{\tau_i = (C_i, T_i, m_i, k_i) \mid i = 1, \ldots, n\}\). As \(\tau\) is a synchronous task set with implicit deadlines, at times \(B = kP, k \in \mathbb{N}\) all jobs that were activated before \(t\) are finished, and each task releases a new job. Thus, the system is in the same state each \(B = kP\), and only the \(k\)-sequences of the tasks may differ. For any task \(\tau_i, \sum_{j=1}^{k_i} \binom{k_i}{j}\) distinct \(k\)-sequences exist. The period of a feasible DBP schedule is bounded by

\[
F = \prod_{i=1}^{n} \sum_{j=m_i}^{k_i} \binom{k_i}{j} \times P
\]

as any combination of tasks and their \(k\)-sequences must be considered. Thus, if a task set \(\tau\) is feasible in the interval \([0, F]\), i.e. no \((m,k)\)-constraint is violated, then \(\tau\) is always feasible. The exact schedulability test for \(\tau\) consist of executing or simulating \(\tau\) for this time interval and checking whether the \((m, k)\)-constraints of all tasks are always kept. Once an \((m, k)\)-constraint is violated, the test stops and returns that \(\tau\) is not feasible. The test can be sped up by evaluating the \textit{system state} \(\sigma = (\sigma_1, \ldots, \sigma_n)\) consisting of all tasks’ \(k\)-sequences at each hyperperiod boundary

\[
B = kP, k \in \mathbb{N}.
\]

If a certain system state \(\sigma\) recurs, simulation can immediately be stopped, as the schedule will repeat itself and thus is feasible. We will term this optimised test in the following as \textit{Goossens’ schedulability test} (GST).

The seminal work of Hamdaoui and Ramanathan [18] has sparked a number of further works on the scheduling of \((m, k)\)-firm real-time tasks. Ramanathan uses the concept of \((m, k)\)-firm real-time tasks for the specific use case of control systems [38]. A deterministic classification into mandatory and optional jobs is proposed based on static \((m, k)\)-patterns. Mandatory jobs are scheduled with their original, e.g. rate-monotonic [32] priority while optional jobs get the lowest possible priority. In the following, we will refer to this approach as \textit{evenly distributed \((m, k)\)-patterns} (MKP). A set of \((m, k)\)-firm real-time tasks \(\tau = \{\tau_1, \tau_2, \ldots, \tau_n\}\) is considered feasible, if at least all mandatory jobs can be executed successfully. A schedulability test is based on the fact that the first instance \(\tau_{i,0}\) of any task \(\tau_i\) is always classified as mandatory. Ramanathan [38] provides a sufficient schedulability condition. However, this condition contains a timing non-deterministic term which makes it hard to evaluate [20]. Jia et al. [20] propose a schedulability test, which basically implements the response time analysis [2] for the first job of any task heeding the \((m, k)\)-patterns. For task sets with harmonic periods, the test provides exact results, for all other task sets it is only sufficient.

Quan an Hu [37] note that the classification according to [38] introduces a high pessimism into the schedulability analysis, as at time \(t = 0\) a mandatory job from any task in a task set gets ready. They relieve this critical instant by introducing spin or rotation values \(s_i\) that rotate the \((m, k)\)-patterns of each task \(\tau_i\) by \(s_i\) places. Quan and Hu propose a heuristic algorithm for finding good spin parameters, and also examine the use of a genetic algorithm for the determination of spin parameters. In this work, we will use the heuristic algorithm under the term \textit{evenly distributed \((m, k)\)-patterns with spin values} (MKP-S). As the original presentation of the algorithm in [37] is missing important information, we apply the corrections that we describe in [22]. Spin parameters are also considered by Semprebom et al. [40] for global time slot allocation in wireless real-time networks. Additionally, the authors propose an online schedulability/admission test.

Flavia et al. [14] extend the work of Ramanathan [38] on the use of \((m, k)\)-firm real-time tasks for control of plants. They present a method to determine offline an optimal \(k_i\) parameter for a given controller and calculate controller parameters for all \(m_i \in \{1 \ldots k_i\}\). Depending on the actual plant state during runtime, optimal \(m_i\) are chosen and the controller parameters are set appropriately.
Cho et al. devise the guaranteed dynamic priority assignment (GDPA) scheme \[8\]. It is based on EDF scheduling, but additionally takes the tasks' distance from a failing state into account. Its aim is (1) to provide a bounded probability of violations of the \((m,k)\)-firm constraints, and (2) to maximise the probability of kept deadlines. Under GDPA, ready jobs are not directly inserted into the EDF schedule, instead they are kept in ready list. Any time the schedule needs to be adjusted, each job’s distance from dynamic failure is calculated. The EDF schedule is created by considering the jobs in increasing order of their distance from dynamic failure, i.e. critical jobs are preferred, and inserting them into the EDF schedule. If an insertion makes the schedule infeasible, the job is removed again from the schedule. Jobs in the ready list that are infeasible are cancelled. In the same paper, the simplified guaranteed dynamic priority assignment (GDPA-S) is proposed. It works similar to GDPA, but has a lower runtime complexity. GDPA-S keeps ready jobs in two lists, one in EDF order and another ordered in increasing distance from dynamic failure. Dispatching is performed either from the head of the EDF list, if the EDF schedule is feasible. Else, the most critical job (at the head of the second list) is dispatched. Again, infeasible jobs are cancelled immediately. Concerning non-preemptive scheduling of \((m,k)\)-firm real-time tasks, the work on Matrix-DBP \[36\] provides necessary schedulability conditions. One that can also be applied to preemptive scheduling is based on the minimum load that is generated by a set of \((m,k)\)-firm real-time tasks \(\tau = \{\tau_1, \ldots, \tau_n\}\):

\[
U_{mk} = \sum_{i=1}^{n} \frac{m_i C_i}{k_i T_i}
\]  

(4)

The calculation of \(U_{mk}\) assumes that only \(m_i\) out of \(k_i\) jobs of any task \(\tau_i\) are executed. If

\[ U_{mk} > 1 \]  

(5)

then \(\tau\) is not feasible.

An approach similar to the concept of \((m,k)\)-firm real-time tasks is proposed by Gettings et al. \[15\] for mixed-criticality systems with weakly-hard constraints. Their adaptive mixed criticality – weakly hard algorithm can skip up to \(s\) out of \(m\) consecutive jobs to reduce the load from low-critical tasks in a high-criticality mode, while still ensuring a guaranteed QoS for low-criticality tasks.

### 3.3 The MKU Algorithm

In a previous publication \[25\], we have presented the utility-based scheduling of \((m,k)\)-firm real-time tasks (MKU) algorithm that is based on HCUFs \[24, 23\]. In the following, we give a brief outline of its functionality, please refer to \[25\] for more details. MKU is based on LBESA, the main difference is the utility function that is used in the decisions about job cancellations. We use a HCUF \[24, 23\], that maps the execution history of a task into a single scalar value and additionally provides a prediction about the tasks future utility. A task \(\tau_i\)'s current utility \(\hat{H}_{m_i}\) after the completion or cancellation of its \(j\)-th job is the arithmetic mean of its current \(k\)-sequence (see Section 2.1). The value is additionally scaled by \(\frac{k_i}{m_i}\) to enable an easy comparison between tasks with different \((m,k)\)-constraints:

\[
\hat{H}_{m_i}(\tau_i, j) = \frac{k_i}{m_i} \frac{1}{k_i} \sum_{l=0}^{k_i} \sigma^j_{l-l} = \frac{1}{m_i} \sum_{l=0}^{k_i-1} \sigma^j_{l-l}
\]  

(6)

Through the scaling, any task \(\tau_i\) has the requirement that \(\hat{H}_{m_i}(\tau_i, j) \geq 1\). For scheduling decisions, we use a task \(\tau_i\)'s potential utility \(\hat{H}_P\) under the assumption that the currently active job \(\tau_{i,j}\) is
cancelled and ignore the least recent job \( \tau_{i,j} - k_{i+1} \):

\[
\hat{H}_p(\tau_{i,j}) = \frac{1}{m_i} \sum_{l=0}^{k_i-2} \sigma_j^{l-1}
\] (7)

If an overload situation occurs, the scheduler cancels jobs that have maximum \( \hat{H}_p \) values. To ensure the adherence of \((m,k)\)-constraints, only jobs with \( \hat{H}_p > 1 \) can be cancelled. If no job for cancellation can be found, the task set is infeasible.

As MKU is based on LBESA, it inherits the algorithm’s complexity of \( O(n^2) \) in overload situations. This is similar to the GDPA, GDPA-S and gMUA-MK approaches, but higher than for DBP and the pattern-based MKP/MKP-S schemes. However, unlike these schemes, MKU and the underlying LBESA are not restricted to \((m,k)\)-firm real-time tasks. They allow the integration of tasks with other requirements in the same system, as long as these requirements can be expressed in terms of TUFs/HCUFs.

4 New Properties of \((m,k)\)-firm Real-Time Tasks

In the following, we present some properties of \((m,k)\)-firm real-time task sets that have not yet been reported in literature. First, we present exact schedulability conditions for approaches based on fixed \((m,k)\)-patterns (Section 4.1) and for the MKU scheme (Section 4.2). Finally, we report our observations on scheduling anomalies in Section 4.3.

4.1 Feasibility of Approaches Based on Fixed \((m,k)\)-Patterns

For \((m,k)\)-firm real-time task sets that use fixed \((m,k)\)-patterns defined in [38] (MKP), Jia et al. give a sufficient schedulability test [20]. As the test is only sufficient, it may reject some task sets that are actually feasible. Also, it cannot be applied to the MKP-S [37] approach, as the rotation of the patterns might move the critical instant of the task set. Nevertheless, an exact schedulability test can be derived for task sets that used fixed \((m,k)\)-patterns. The derivation of this test is similar to the one for DBP scheduling [16] and uses the same preconditions: (1) The scheduling algorithm must be deterministic, and (2) it must be memory-less. In the context of fixed \((m,k)\)-patterns, the second precondition means that the algorithm’s decisions at any time depend only on static properties of the active tasks. In contrast to [16], the current \( k \)-sequence of a task has no influence on the schedule.

The exact schedulability test follows from the periodicity of schedules when using fixed \((m,k)\)-patterns.

\textbf{Theorem 1.} Let a set of synchronous \((m,k)\)-firm real-time tasks be scheduled by a fixed-priority scheduler. Priorities are derived from fixed \((m,k)\)-patterns that classify jobs into mandatory and optional. Then the schedule is periodic with period

\[
P = \text{lcm}\{k_i T_i \mid i = 1 \ldots n\}.
\] (8)

\textbf{Proof.} The priorities of jobs of a single task \( \tau_i \) are derived from a fixed \((m,k)\)-pattern of length \( k_i \). Thus, each \( k_i \) jobs, i.e. after \( k_i T_i \) cycles, the priority pattern recurs. For any two tasks \( \tau_i, \tau_j \), the job and priority pattern generated by both recurs after \( \text{lcm}\{k_i T_i, k_j T_j\} \) cycles, as after this times both tasks are in the same state as at the beginning (concerning their patterns). Via induction, this argument can be extended to \( n \) tasks \( \tau_1, \ldots, \tau_n \).

For a task set where the sufficient test by Jia et al. [20] does not indicate feasibility or where the test is not applicable (MKP-S), it suffices the simulate the schedule for at most \( P \) cycles (eq. (8)).
4.2 Schedulability under MKU

The schedulability test devised by Goossens [16] for task sets under DBP scheduling also applies to the MKU scheduler in terms of the upper bound for simulation. The test is solely based on the tasks’ periods and (m, k)-constraints, and the fact that the DBP scheduler itself is memoryless.

The MKU scheduler itself does not possess an internal state. Like DBP, it acts solely on the states of the tasks, namely their k-sequences to calculate a task’s HCUF.

When applying GST for MKU scheduling, a further slight optimisation is possible. GST examines the system state \( \sigma = (\sigma_1, \ldots, \sigma_n) \) after each hyperperiod. A repetition of \( \sigma \) without any task violating its (m, k)-constraint means that the schedule is cyclic and valid, as the schedule itself solely depends on \( \sigma \). In its calculation of the possible HCUF \( \hat{H}_p \) (eq. (7)), the MKU scheduler only regards the most recent \( k_i - 1 \) entries of each \( \sigma_i \). Insofar, it operates on a reduced system state:

- **Definition 2.** Let \( \sigma^R = (\sigma_1^R, \ldots, \sigma_n^R) \) be the reduced system state of a set of (m, k)-firm real-time tasks. \( \sigma_i^R \) is obtained from a system state \( \sigma_i = (\sigma_i^{j-k+1}, \ldots, \sigma_i^{j-1}, \sigma_i^j) \) by ignoring the least recent entry, i.e. \( \sigma_i^R = (\sigma_i^{j-k+2}, \ldots, \sigma_i^{j-1}, \sigma_i^j) \).

The following theorem provides the basis for an optimisation of GST for the HCUF-based scheduler:

- **Theorem 3.** If during the execution of GST with MKU a reduced system state \( \sigma^R \) recurs at a hyperperiod boundary, a cycle in the MKU schedule has been found.

**Proof.** Let \( \sigma^1, \sigma^2 \) be two system states incurred in this order during execution of GST with MKU, such that for the derived system states \( \sigma^{R,1} = \sigma^{R,2} \) (in the following simply \( \sigma^R \)). Further, let \( L(\sigma) = (\sigma_1^{j-k+1}, \sigma_2^{j-k+1}, \ldots, \sigma_n^{j-k+1}) \) be the vector of a system state \( \sigma \)'s least recent entries that are ignored by \( \sigma^R \). We can distinguish two cases:

1. If \( L(\sigma^1) = L(\sigma^2) \), then also \( \sigma^1 = \sigma^2 \). The whole system state occurred, a cycle in the schedule has been found.
2. If \( L(\sigma^1) \neq L(\sigma^2) \), then there exists at least one \( i \) such that \( \sigma_i^{1,j-k_i+1} \neq \sigma_i^{2,j-k_i+1} \). However, the schedule \( S_1 \) produced by MKU between \( \sigma^1 \) and \( \sigma^2 \) solely depends on \( \sigma^{R,1} \), as MKU regards only the \( \sigma^R \) for its cancellation decisions. Thus, MKU will produce the same schedule \( S_2 = S_1 \) after \( \sigma^2 \), as \( \sigma^{R,1} = \sigma^{R,2} \).

In case 1, a real cycle has been found, as is also detected by GST. Case 2 needs some closer inspection, as it can help to speed up the schedulability test:

- **Corollary 4.** Let \( \sigma^1, \sigma^2 \) be two system states with \( \sigma^{R,1} = \sigma^{R,2} \), \( L(\sigma^1) \neq L(\sigma^2) \) (case 2 in the proof of Theorem 3), \( \sigma^R := \sigma^{R,1} (= \sigma^{R,2}) \), and \( \sigma^2 \) occurs after \( \sigma^1 \). Further, let \( \sigma^3 \) be the next system state with \( \sigma^{R,3} = \sigma^R \). Then, \( L(\sigma^3) = L(\sigma^2) \) and \( \sigma^3 = \sigma^2 \).

**Proof.** Recall that the schedule \( S_1 \) produced by MKU after \( \sigma^1 \) only depends on \( \sigma^{R,1} = \sigma^R \). Thus, MKU will produce the same schedule \( S_2 = S_1 \) after \( \sigma^2 \). As the decisions for \( S_1 \) and the result \( \sigma^{R,2} \) are solely based on \( \sigma^{R,1} \), \( S_2 \) (taking the same decisions) will produce the same result \( \sigma^3 = \sigma^2 \), and thus \( L(\sigma^3) = L(\sigma^2) \).

This means that the schedulability test for MKU may terminate at least one hyperperiod earlier compared to GST, depending on the length of the cycle.

4.3 Breakdown Anomalies

Consider an ATS (see Section 2.2), from which multiple CTSs are derived with increasing utilisations \( U \). In hard real-time scheduling, it is possible to identify a *breakdown utilisation* [29] for an ATS,
Table 1 This ATS exhibits a breakdown anomaly at the target utilisations $U_T = 1.45$ and $U_T = 1.55$ when scheduled with DBP.

<table>
<thead>
<tr>
<th>Task</th>
<th>$T_i$</th>
<th>$e_i$</th>
<th>$(m,k)$</th>
<th>$C^{1.45}_i$</th>
<th>$C^{1.55}_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_0$</td>
<td>6</td>
<td>55</td>
<td>(4,8)</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>$\tau_1$</td>
<td>21</td>
<td>95</td>
<td>(1,2)</td>
<td>19</td>
<td>21</td>
</tr>
</tbody>
</table>

(a) $U_T = 1.45$, Task 1 violates its $(1,2)$-constraint at time 45.

(b) $U_T = 1.55$, task set is feasible.

Figure 2 Example schedules with breakdown anomaly; for task parameters refer to Table 1; circled numbers (◎) denote DBP of job; red arrows (↑) indicate job cancellations.

Beyond which the derived CTSs are no longer feasible. Unfortunately, this method does not yield exact results for $(m,k)$-firm real-time tasks. Increasing the utilisation of a $(m,k)$-firm real-time task set farther beyond the breakdown utilisation can actually lead to the task set being feasible again. To make the point more clearly, consider an ATS $\alpha$ with a breakdown target utilisation $U_B$, and two constants $s_I > 0$, $s_F > 0$, $s_I < s_F$. This means that the derived CTS with target utilisation $U_B$ is feasible, but the CTS with target utilisation $U_B + s_I$ is not. However, it may happen that the CTS with target utilisation $U_B + s_F$ is feasible again.

An exemplary ATS $\alpha$ that exhibits such a behaviour is shown in Table 1. We assume that both tasks’ $k$-sequences are initialised with $1^k_i$. The anomaly arises for target utilisations $U_T = 1.45$ and $U_T = 1.55$ (actual execution times are rounded to integer values). Figure 2a shows the DBP schedule for $\tau(\alpha, 1.45)$. Numbers in circles indicate the distance-based priority of each released job. Please refer to [38] for the calculations involved. Lower numbers indicate higher priorities. In time step 45, $\tau_{1,2}$ is cancelled, thus violating $\tau_1$’s $(1,2)$-constraint. Even if the scheduler cancelled the current instance of $\tau_0$ instead, the schedule would still be infeasible, as then $\tau_0$’s $(4,8)$-constraint would be violated later. Increasing $U_T$ for $\alpha$ leads to a feasible DBP schedule, as is shown in Figure 2b. In this case, the segment between $t = 0$ and $t = 42$ is repeated periodically.

The breakdown anomalies are the result of the special structure of the DBP scheme. Scheduling decisions made at a certain time do not only depend on static properties of the tasks. Instead, they are also influenced by the internal states of the tasks, which in turn depend on the past scheduling decisions. Thus, they can also occur in the MKU, GDPA and GDPA-S algorithms. The consequence of such a behaviour is that these schedulers are not sustainable [5] with regard to the
tasks’ execution times. If a schedulability test shows that a certain task set is feasible, we cannot be sure that it stays feasible if execution constraints are relaxed by decreasing execution times.

Such anomalies cannot happen in task sets that are scheduled using fixed \((m,k)\)-patterns, which we express in the following theorem:

\vspace{1em}

\begin{flushleft}
\textbf{Theorem 5.} Let a set of \((m,k)\)-firm real-time tasks \(\tau^1\) be derived from an ATS \(\alpha\) for a given utilisation \(U_1\). Further, assume that \(\tau^1\) is not feasible using fixed \((m,k)\)-patterns. Then, any task set \(\tau^2\) derived from \(\alpha\) for a utilisation \(U_2 > U_1\) is also not feasible.
\end{flushleft}

\vspace{1em}

\textbf{Proof.} Fixed \((m,k)\)-patterns classify jobs into mandatory and optional jobs. A schedule \(S\) is considered feasible, if all mandatory jobs are executed successfully. Infeasibility of \(S\) means that at least one mandatory job \(\tau_{i,j}\) misses its deadline at time \(d_{i,j}\). Assume that \(\tau_{i,j}\) is released at time \(a_{i,j}\). Then, only mandatory jobs with priority higher than or equal to \(\tau_{i,j}\)’s priority are executed in the interval \([a_{i,j}, d_{i,j}]\). Increasing the utilisation of the task set means that the tasks’ execution times are increased, but periods and thus activation times and deadlines remain unchanged. Thus, the processing time demanded by higher-priority jobs in \([a_{i,j}, d_{i,j}]\) can only further increase, and thus the deadline miss would occur also in the new task set.

\vspace{1em}

From this theorem follows that scheduling of tasks using fixed \((m,k)\)-patterns is sustainable with regard to execution times.

\vspace{1em}

\section{Evaluation Methodology}

We perform extensive simulations of randomly generated task sets to compare the scheduling approaches. The simulations are conducted using the \texttt{tms-sim} framework developed in our group [21], which is available as open source software. In this section, we present the methodology we apply in our evaluations.

\subsection{Task Parameters}

The parameters of the ATSs are generated using the \texttt{libc} pseudo-random number generator (\texttt{rand_r()}). For the task periods \(T_i\), two approaches are implemented: During most simulations, the periods are chosen randomly from a given interval \([T_{min}, \ldots, T_{max}]\). Additionally, we have also implemented the period generator from Goossens and Macq [17]. This generator yields task periods that have many common divisors, and a limited hyperperiod compared to randomly chosen periods. Period generation is based on a matrix of multipliers, where each row contains powers of a prime number. Period generation randomly selects one entry from each row. The actual period then is the product of the chosen entries. For our simulations, we add a restriction that periods must be \(> 2\) for any task.

Execution time weights are chosen from an interval \([1, e_{\text{max}}]\) where \(e_{\text{max}}\) represents the granularity of the weights. Execution times \(C_i\) are calculated according to eq. (2). As we only consider integral execution times in this work, the actual execution time \(C_i'\) of a task \(\tau_i\) is obtained from \(C_i\) through rounding. Additionally, we demand that no task has zero execution time:

\[C_i' = \begin{cases} \lfloor C_i \rfloor, & \text{if } \lfloor C_i \rfloor > 0 \\ 1, & \text{else} \end{cases}\]  

(9)

Thereby, the operation \([x]\) stands for regular rounding, i.e. returns the integer value that is nearest to \(x\). Through the rounding, the task set’s actual utilisation \(U = \sum_{i=0}^{n} \frac{C_i'}{T_i}\) can deviate from the target utilisation. Task set generation is configured such that generated ATSs that deviate more than a constant \(d_U\) from an initial target utilisation are automatically discarded.
The $k_i$ parameters are chosen from an interval $\{k_{\text{min}}, \ldots, k_{\text{max}}\}$. For the $m_i$ parameters, we have again implemented two approaches: Either, they can be chosen from $\{1, \ldots, k_i\}$. This approach can yield $m_i$ values (compared to $k_i$) that can seem quite unrealistic. Therefore, we allow to limit the $m_i$ to meaningful ranges. An additional parameter $r_m \in [0, 1]$ can be specified to lower-bound $m_i$. The actual $m_i$ parameter then is chosen from $\{r_m k_i, \ldots, k_i\}$.

To the best of our knowledge, there is not yet an efficient way to find good initialisations for the $k$-sequences. Checking all possible initialisation values is not feasible, as $2\sum_{i=1}^{n} k_i$ schedules would have to be examined. Therefore, we use $1^{k_i}$ as initial $k$-sequence, which might be as good or bad as any other (possibly random) choice.

### 5.2 Simulation

Simulations are performed using the exact schedulability tests. For MKP and MKP-S, we use the methods described by Jia et al. [20] (sufficient condition) and the one introduced in Section 4.1. For all other schedulers, GST [16] is applied. Simulation of a CTS is performed as deemed necessary by the schedulability tests. In the simulations, we search for the breakdown utilisations [29] of ATSs under different schedulers. This search works as follows: A single ATS is repeatedly used to generate CTSs. The first ATS is generated using a target utilisation $U_T = U_B$. If the CTS is found to be schedulable for a certain scheduler, $U_T$ is increased by a utilisation step $s_U$. Using this updated $U_T$, a new CTS is derived from the ATS and another simulation is performed. This process is repeated until the CTS is no longer schedulable. The last $U_T$ that yields a feasible CTS is called the breakdown utilisation. To account for breakdown anomalies (see Section 4.3), $U_T$ is increased further and the derived CTSs are simulated, too. This process stops when the derived CTSs no longer fulfil the necessary schedulability condition $U_{\text{mk}} \leq 1$ (see eq. (5)).

An overview of the task models and schedulers used for evaluation can be found in Table 2. For our simulations, we have adjusted the gMUA-MK approach to immediately cancel jobs that are removed from a schedule due an overload. Due to the assumption of constant execution times, they would be cancelled anyway. Like in the MKU approach, we use the TUF for firm real-time tasks (see Figure 1b).

<table>
<thead>
<tr>
<th>Model</th>
<th>Abbr.</th>
<th>Reference</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>FPP Scheduler</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Distance-based priority</td>
<td>DBP</td>
<td>[18]</td>
<td>GST</td>
</tr>
<tr>
<td>Fixed $(m, k)$-patterns</td>
<td>MKP</td>
<td>[38]</td>
<td>[20], Sect. 4.1</td>
</tr>
<tr>
<td>MKP with pattern rotation</td>
<td>MKP-S</td>
<td>[37]</td>
<td>Sect. 4.1</td>
</tr>
<tr>
<td><strong>EDF-based Schedulers</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Guaranteed Dynamic Priority Assignment</td>
<td>GDPA</td>
<td>[8]</td>
<td>GST</td>
</tr>
<tr>
<td>Simplified GDPA</td>
<td>GDPA-S</td>
<td>[8]</td>
<td>GST</td>
</tr>
<tr>
<td>Global Multiprocessor Utility Accrual</td>
<td>gMUA-MK</td>
<td>[39]</td>
<td>GST</td>
</tr>
<tr>
<td>for $(m, k)$-firm deadline-constraints</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Utility-based $(m, k)$-tasks</td>
<td>MKU</td>
<td>[25]</td>
<td>GST</td>
</tr>
</tbody>
</table>

Table 2 Task models, schedulers, and schedulability tests used in the experimental evaluation.
Table 3 Parameters for task set generation and simulation.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( {T_{\min}, \ldots, T_{\max}} )</td>
<td>Range for task periods (ignored when Goossens’ and Macq’s period generator ([17]) is used, sect. 6.2.2, 6.2.3)</td>
<td>([5, \ldots, 60])</td>
</tr>
<tr>
<td>( \epsilon_{\max} )</td>
<td>Granularity of execution time weights</td>
<td>100</td>
</tr>
<tr>
<td>( {k_{\min}, \ldots, k_{\max}} )</td>
<td>Range for the ( k_i ) parameter</td>
<td>([2, \ldots, 10])</td>
</tr>
<tr>
<td>( {m_{\min}, \ldots, m_{\max}} )</td>
<td>Range for ( m_i ) parameters</td>
<td>([2, \ldots, k_i])</td>
</tr>
<tr>
<td>( r_m )</td>
<td>If specified, restricts ( m_i ) to ([\lfloor r_m k_i \rfloor, \ldots, k_i]) (only sect. 6.2.1, 6.2.3)</td>
<td>([0.1, 0.2, \ldots, 0.9])</td>
</tr>
<tr>
<td>( U_T = U_B )</td>
<td>Target/base utilisation of generated task sets</td>
<td>1.05</td>
</tr>
<tr>
<td>( d_U )</td>
<td>Maximum allowed deviation from ( U_T )</td>
<td>0.05</td>
</tr>
<tr>
<td>( s_U )</td>
<td>Utilisation step for breakdown utilisation search</td>
<td>0.01 / 0.1</td>
</tr>
</tbody>
</table>

5.3 Parameters & Aims of the Evaluation

5.3.1 Parameters

An overview of the parameters used for task set generation and simulation can be found in Table 3. They are passed to \texttt{tms-sim} via the command line or a parameter file. The period and \( k \) parameter ranges are chosen such as to be comparable with other works, e.g. \([37]\). The \( d_U \) parameter is only used during generation of an ATS. If the CTS generated for the base utilisation \( U_B = U_T \) is not inside the interval \( U_T \pm d_U \), the ATS is discarded. The \( r_m \) parameters are only used when mentioned explicitly. All other experiments are based on the predefined \( \{m_{\min}, \ldots, m_{\max}\} \) interval. For a fine-grained analysis of the schedulers’ behaviour, we set \( s_U = 0.01 \), as this enables a good identification of breakdown anomalies. In a second round of simulations where we examine the \( m_i \) parameter and task periods in more detail, we use \( s_U = 0.1 \).

5.3.2 Aims

In our experimental evaluations, we aim to answer the following questions:

1. Our prior results \([25]\) (subject to consolidation) indicate remarkably performance differences between the different schedulers, when using the ratio of task sets that are feasible as a performance metric. How do the different schedulers compare against each other, when an exact schedulability test is applied (Section 6.1.1)?

2. How pessimistic is Goossens’ feasibility interval (eq. (3), \([16]\))? Even for small task periods, \( m_i \) and \( k_i \) values, the interval can get quite large. How high are the savings in terms of simulated time introduced through GST? Also, we examine the practical relevance of the optimised schedulability test for MKU that can be derived from Theorem 3 and Corollary 4. The results are presented in Section 6.1.2.

3. How relevant are breakdown anomalies (Section 6.1.3)?

4. As Goossens \([16]\) shows, the initialisation of the \( k \)-sequences of tasks can impact the feasibility of a task set. However, it is open how to find good initialisation values. We explore the possibility of cross-initialisation of \( k \)-sequences between different schedulers: If a task set with given initial \( k \)-sequence is feasible only under one of two schedulers, simulation of the successful scheduler necessarily runs into a cycle of \( k \)-sequences when applying GST. Is it possible to use one of the recurring \( k \)-sequences as initial value for execution with the hitherto failing scheduler (Section 6.1.4)?
5. Due to cancellations, processing time already spent by the cancelled jobs is lost. How much performance is lost by the different schedulers (Section 6.1.5)?

6. In general, our evaluations are based on arbitrary task sets with random parameters which may not always have practical counterparts. If we restrict task periods and/or \( m \) parameters to realistic ranges/values, does this have any influence on the above questions? Both aspects are examined in Section 6.2.

6 Results

In [25], we have presented initial results on the performance of some of the schedulers listed in Table 2. These results are based on the simulation of random task sets for a fixed number of time steps. If during this simulation time no violation of an \((m, k)\)-constraint is detected, the task set is classified as feasible. This approach can yield false positive results, as an infeasibility may also happen just after the given number of time steps. Nevertheless, these results gave a first impression of the performance of the schedulers: Best results were achieved with the DBP and MKU approaches, followed by MKP and MKP-S. Least performance was exhibited by GDPA. Due to a bug in the implementation of the simulator, approaches based on FPP scheduling (DBP, MKP, MKP-S) exhibited a lower performance in [25] than they actually have. Also, MKU showed better performance than DBP for moderate overloads. We will consolidate these results in the following by using the exact schedulability tests as appropriate for the different schedulers. The results presented in this section are based on two groups of simulations. In the first group (Section 6.1), arbitrary task sets are examined in order to answer the first five questions laid down in Section 5.3.2. The second group (Section 6.2) deals with the use of realistic task parameters (last question in Section 5.3.2). These are only examined from the performance point of view. A discussion of all results follows in Section 6.3.

6.1 Arbitrary Task Sets and Exact Schedulability Test

As already stated above, the simulation of a task set for a fixed number of time steps can yield false positive results. For a closer examination of the different approaches, we therefore apply the exact schedulability tests (see Table 2). We combine this with a search for the breakdown utilisation of an ATS (see Section 5.2). ATSs are executed beyond the breakdown point to account for breakdown anomalies (Section 4.3). CTSs derived from these ATSs are simulated as deemed necessary by the schedulability tests. The results presented in the following are based on the simulation of 500 ATSs that are executed with all schedulers in Table 2. Beyond performance ratings of the scheduling approaches, we also investigate the performance of GST, breakdown anomalies, and cross-initialisation of \( k \)-sequences between schedulers.

6.1.1 Scheduler Performance

The overall performance of all schedulers is shown in Figure 3. Due to breakdown anomalies, it may be possible that some ATSs are actually feasible again for higher utilisation, which is discussed later in Section 6.1.3. If we compare these numbers with the results of the rough estimation presented in [25], we note that the actual success ratio of all schedulers is lower, which is just to be expected due to false positives in the original results. Nevertheless, the ratios between the different schedulers remain nearly unchanged. The DBP and MKU approaches still exhibit outstanding performance. So, the rough estimation at least allows for qualitative comparison of the schedulers. Concerning the bug in the implementation of the FPP scheduler, the results now show that for
most target utilizations DBP yields a better performance than MKU. Also, the MKP and MKP-S approaches exhibit a higher performance than estimated in [25].

Beyond providing a necessary schedulability condition, the \((m, k)\)-utilisation does not help further to estimate the feasibility of a task set. Figure 4 shows the occurrence rate of the \((m, k)\)-utilisations at the breakdown point of a task set, classified by rounding to the nearest tenth. The class \(U_{mk} = 0\) stands for ATSs that are not feasible at all. Obviously, a high \((m, k)\)-utilisation does not per se prohibit feasibility, although this is achieved by only few ATSs. Most ATSs have a breakdown \((m, k)\)-utilisation in the interval \([0.55, 0.85)\).

\section{Performance of Schedulability Tests}

The exact schedulability test for the approaches based on fixed \((m, k)\)-patterns proposed in Section 4.1 yields a large feasibility interval. However, simulations must only be performed if the sufficient test [20] fails. In contrast, the feasibility interval for DBP [16] tends to exceed the MKP feasibility interval by far. In the following, we concentrate on the gains that are obtained through GST.

The DBP feasibility interval defines a very high bound for the number of hyperperiods that must be simulated successfully until feasibility of a task set can safely be assumed. Our experiments show that this bound is quite pessimistic and the optimisation incorporated in GST yields great value for the schedulability test. In all schedulers using GST, infeasibility is detected for most task sets (>99\%) during the first hyperperiod, only few take longer. In the experiment at hand, the longest simulation to detect infeasibility takes three hyperperiods; in other simulations we observed durations of up to six hyperperiods. Feasibility is mostly found after the second hyperperiod,
again with only few CTSs needing more time (up to 18 hyperperiods can be observed). For feasible CTSs, the first hyperperiod can be seen as a warm-up phase: At the start, the \( k \)-sequences have an arbitrary initialisation, in our case \( 1^k \). These \( k \)-sequences are very unlikely to recur, as at least some jobs necessarily must be cancelled due to the overload. So, during the warm-up phase a good initialisation for the \( k \)-sequences is found, which leads into a recurring system state.

The gain from the optimised schedulability test for MKU that follows from Theorem 3 and Corollary 4 is only marginal. From 10270 CTSs in the experiment that are feasible under MKU, only 25 (0.2\%) would finish earlier.

### 6.1.3 Breakdown Anomalies

Extending the simulations described previously beyond the ATSs’ breakdown points yields the following results. As already proven in Theorem 5, the schedulers based on fixed \((m,k)\)-patterns (MKP, MKP-S) do not exhibit any anomalies. For the other schedulers, Table 4 gives the numbers of ATSs that exhibit at least one breakdown anomaly. With 8\% of the ATSs, MKU exhibits the largest number of anomalies. Thus, like all unsustainable algorithms, it should be treated with care.

### 6.1.4 Cross-Initialisation of \( k \)-Sequences

As noted by Goossens [16], the choice of the initial \( k \)-sequence can have significant impact on the feasibility of a task set. So far, no efficient algorithm is available that can derive a meaningful initialisation. We note that disjoint sets of CTS exist in our simulation results that are feasible only under one of any two approaches, but not under both. Feasibility in this case means that, after an initial warm-up phase which started with each task’s \( k \)-sequence \( \sigma_i \) being initialised to \( 1^k_i \), a system state \( \sigma = (\sigma_1, \sigma_2, \ldots, \sigma_n) \) (see Section 3.2) periodically recurs. For a CTS that is feasible under two scheduling approaches, the corresponding system states may be different.

Our idea is to use a periodically recurring system state of a CTS that is only feasible under one of two schedulers for initialisation of the same CTS under the other scheduler. This approach might especially be interesting to improve the performance of approaches like GDPA. More formally, we assume a task set \( \tau \) with \( \sigma_i = 1^k_i, i = 1, 2, \ldots, n \) that is feasible under scheduler \( SC_F \in Schedulers = \{DBP, MKU, GDPA, GDPA-S, gMUA-MK\} \), but not under another scheduler \( SC_I \in Schedulers \). Thus, the execution of \( \tau \) using \( SC_F \) finally runs into a cycle where a system state \( \sigma^F \) with \( \sigma^F_i \neq 1^k_i \) recurs periodically. This follows from the fact that the task set is overloaded and thus some jobs must be cancelled. Now we derive a task set \( \tau' \) from \( \tau \) by initialising each task \( \tau'_i \)'s \( k \)-sequence with the corresponding data from \( \sigma^F \). \( \tau' \) then is simulated under \( SC_I \) using GST to check whether the new initial \( k \)-sequence leads to a valid schedule. This approach is not applicable to the MKP and MKP-S approaches, as these disregard tasks’ \( k \)-sequences.

In our simulations, we can identify significant numbers of candidate task sets only in the DBP and MKU approaches. Concerning the transfer of their final system state \( \sigma^F \) to other schedulers, only negligible successes can be achieved. For example, 263 distinct task sets are feasible in our simulations under DBP, but not under GDPA. Using their final system state for execution under
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Figure 5 Mean lost processing time through EC (only feasible task sets; scaled by number of hyper-periods and hyperperiod length; only task sets where all schedulers successful).

GDPA leads to feasibility for only one task set. For a cross-initialisation from DBP to gMUA-MK, only 2 out of 274 candidates gain feasibility. Other transfers yield similar results. Thus, the cross-initialisation approach does not promise to lead to significant improvements concerning feasibility.

6.1.5 Cancellation of Running Jobs

Cancelling a job that has already started execution leads to the already consumed processing time being lost. Figure 5 shows the mean ratio of processing time that is lost due to cancellation of executing jobs. The schedulers based on fixed \((m,k)\)-patterns (MKP, MKP-S) are omitted for two reasons: (1) If the sufficient schedulability test is successful, no simulation is performed, so no numbers are available for some task sets. (2) Only optional jobs (having lowest possible priority) are allowed to be cancelled; processing time that would be lost could be reclaimed by (possibly non-real-time) tasks that are running above the lowest possible priority, but still below the priorities of the \((m,k)\)-firm real-time tasks.

Only CTSs that are feasible under all schedulers are included in the figures. The numbers are calculated in the following manner: For each CTS, the number of lost time steps is scaled by the task set’s hyperperiod and the number of hyperperiods it is executed. From these numbers, the average is calculated for each target utilisation.

Figure 5 shows that approaches that have a rather low performance (in terms of their ability to find feasible schedules), tend to lose only a minor portion of processing time due to cancellation of already executing jobs. Most interestingly, in the GDPA no processing time is lost at all. This can be explained through the special technique in which GDPA calculates its schedule: Jobs with a high distance from dynamic failure are considered later for insertion into the EDF schedule than those that are near to a dynamic failure. If the insertion makes the EDF schedule infeasible, the job is removed again and deferred (but not yet cancelled!). Jobs with high distance to dynamic failure tend to be considered rather late for the schedule, and thus have a higher probability to lead to infeasibility, as the schedule might already be rather “full” through more critical jobs. Thus they are deferred without being executed, until they are cancelled due to missing their deadline.

The losses in the gMUA-MK approach stays well below 3%. The costs incurred by GDPA-S are similar to those of MKU. Compared to the other approaches, DBP loses the highest amount of processing time.

The results allow us also to deduct that the higher flexibility of the DBP and MKU approaches (in terms of finding feasible schedules) is bought at the cost of a higher amount of lost processing
time (here up to 13%). Thereby, lower costs are incurred by MKU. This is due to the fact that MKU cancels jobs in a more anticipatory manner as soon as an overload pends somewhere in the schedule. Jobs in DBP are only cancelled when they can no longer meet their deadline.

### 6.2 Realistic Periods and $m$ Parameters

The results presented so far are based on task sets with quite arbitrary parameters, concerning especially the task periods and $m$ parameters. In reality, one would not find such a great variability: In real applications, task periods within a task set can be tuned to be harmonic or at least have many common divisors, and they span several orders of magnitude (see e.g. [28]). Also, it seems unrealistic to have tasks with a low ratio $\frac{m}{T}$ which would mean that most jobs could be skipped.

In the following, we examine the behaviour of DBP and MKU under more realistic conditions by restricting $m$ parameters, task periods, and both. For all results, the utilisation step is set to $s_U = 0.1$. Breakdown anomalies are ignored, i.e. an ATS is simulated only until the first infeasible CTS (these may differ for different schedulers!).

#### 6.2.1 Restricted $m$ Parameters

If generation of the $m$ parameter of a task is restricted to an interval $[r_m k_i, k_i]$, we get some interesting results. In the following evaluations, we examine values $r_m \in \{0.1, 0.2, \ldots, 0.9\}$. Although, in our view, reasonable $r_m$ values would rather be in the upper part of this set, we also need to look at low values, as we will see soon.

For each value of $r_m$, 500 ATSs are generated and simulated again with all schedulers. Like before, we use the breakdown utilisation of the ATSs and the number of feasible CTSs for each target utilisation to assess the performance of the schedulers. Breakdown anomalies occur in these simulations only rarely ($\leq 2\%$ of the ATSs per $r_m$ value), and are therefore ignored.

We show the success rates of the schedulers for $r_m = 0.8$ and $r_m = 0.9$ in Figures 6 and 7. Further diagrams for the other $r_m$ values can be found in appendix B. For most schedulers, the performance ratio between any two stays similar to that found in the above simulations. As expected, the overall performance decreases with increasing $r_m$. This can most clearly be observed by a decrease of the maximum target utilisation for which feasible CTSs exist. Also, the number of feasible CTSs at $U_T = 1.05$ decreases rapidly with increasing $r_m$.

However, the DBP and MKU schedulers exhibit a more interesting behaviour, when examined in this detail compared to the simulations in 6.1. For very moderate overloads ($U_T = 1.05$), MKU achieves in most simulations, where $r_m \geq 0.3$, a better average performance than DBP. It seems that in these situations the advantages of EDF, which MKU is based on, over fixed-priority
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Figure 8 Matrix used for generation of realistic task periods.

\[
\begin{pmatrix}
1 & 1 & 2 & 2 & 4 & 4 & 8 & 8 & 16 & 32 \\
1 & 1 & 3 & 3 & 3 & 3 & 9 & 9 & 9 & 9 \\
1 & 1 & 1 & 5 & 5 & 5 & 5 & 25 & 25 & \\
7 & 7 & 7 & 7 & 7 & 7 & 7 & 7 & 7 & 49 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 11 & 11 & 11 \\
\end{pmatrix}
\]

Figure 9 Ratio of task sets with realistic periods that are feasible up to a certain target utilisation \(U_T\).

scheduling can still surface despite the overload. Applying the cross-initialisation technique (see Section 6.1.4) to transfer successful \(k\)-sequences from MKU to the more runtime-efficient DBP does not yield any successes for \(r_m \geq 0.6\), which in our view defines the most relevant range of \(m\) parameters.

6.2.2 Realistic Periods

In real applications, periods are often harmonic or have at least many common divisors. Also, they usually span several orders of magnitude. To imitate such circumstances, we use the period generator proposed by Goossens and Macq [17], which is aimed to generate task sets with limited hyperperiods (see Section 5.1). For our experiments, we use the matrix shown in Figure 8. With this matrix, we get periods in a range from 3 to 3,880,800. The maximum hyperperiod is also 3,880,800. All other task parameters are chosen as shown in Table 3.

Simulations are again performed for 500 ATSs. Figure 9 shows the ratio of ATSs that are feasible for a given target utilisation under the DBP and MKU approaches. Values for \(U_T > 2.05\) are omitted, as they are very small.

The larger range of periods seem to have a rather detrimental effect on most schedulers. Compared to the periods used in Section 6.1, their performance is more than halved. However, some exceptions exist: For a moderate overload at \(U_T = 1.05\), gMUA-MK actually improves, but deteriorates fast for larger \(U_T\). The MKP and MKP-S schedulers actually achieve much better results. These can be attributed to the larger range of periods in the single task sets. As both approaches also use rate monotonic (RM) priorities [32] for their mandatory jobs, the critical instance at time \(t = 0\) is greatly relieved: In the previous evaluations (Section 6.1), all jobs released at this time have similar deadlines and thus compete for processing time in the same interval. In contrast, with the extended period ranges, low-priority tasks (having long deadlines) can profit from multiple activations of tasks with shorter period within their period, as they can easily supersede the optional instances of the short-period tasks. Parts of the improvement may also stem from the fact that some task sets in this simulation have harmonic periods. For such
task sets, it is known that the utilisation bound for schedulability under fixed priorities increases to $U \leq 1.0$, compared to the Liu/Layland bound of $U \approx 0.69$. Concerning the deterioration of DBP, we note that DBP in many cases makes decisions that are sub-optimal for such task sets. Depending on $(m, k)$-constraints, it happens that DBP prefers a task with higher period over one with lower period due to the priority assignment being solely based on distance from dynamic failure. In such task sets, this often leads to multiple consecutive low-period jobs (with actually high RM priority) being not executed at all and thus a violation of $(m, k)$-constraints.

6.2.3 Combination

Finally, we examine the combination of restricting tasks’ $m$ parameters and periods. Task parameters are generated as in Section 6.2.1 except for the periods, for which we employ Goossens’ and Macq’s approach [17] already used in Section 6.2.2. Again, 500 ATSs are generated and simulated. Performance numbers are again based on the breakdown utilisations, ignoring the rarely occurring breakdown anomalies.

Exemplarily, we show the success rates of the schedulers for $r_m = 0.8$ and $r_m = 0.9$ in Figures 10 and 11. Further diagrams for the other $r_m$ values can be found in appendix B. They can be interpreted as a combination of the results of the previous two experiments. The performance of all approaches is clearly dominated by the larger variance of periods. The MKP/MKP-S approaches still achieve outstanding performance due to the higher variation of task periods within the task sets. The other approaches suffer from both the regular periods and the high $r_m$ parameter.

6.3 Discussion

Our results make several points in regard to which scheduler should be used for which kind of set of $(m, k)$-firm real-time tasks. First, if task periods span several orders of magnitude, as is often the case for industrial applications, the schedulers based on fixed $(m, k)$-patterns can achieve better performance (see Section 6.2.2). They have the additional advantage that a simple schedulability test [20] is available. If task periods can be tuned to be harmonic, the test yields exact results. Second, for task periods that are in the same order of magnitude, better results are achieved using one of the DBP or MKU schedulers (see Section 6.1). Depending on how strongly the task set is constrained by $(m, k)$-parameters, either one of the two tends to yield better results. If constraints are very harsh, i.e. if the $m_i$ are very near to the $k_i$, then the performance tends to be higher under MKU, and vice versa for DBP. However, it may still happen that, e.g. a strongly constrained task set is feasible under DBP, but not under MKU. So the final choice of a scheduler must be based on an accurate examination of the task set considering all schedulers available.
7 Conclusions

In this article, we have extended our prior work on HCUF-based scheduling of \((m,k)\)-firm real-time tasks and examined several schedulers for \((m,k)\)-firm real-time tasks. For existing schedulers for \((m,k)\)-firm real-time tasks, we pointed out some new properties, namely an exact schedulability test for scheduling based on fixed \((m,k)\)-patterns and the existence of breakdown anomalies in approaches like DBP. Concerning our HCUF-based heuristic MKU, we presented new formal results on the schedulability.

In an experimental evaluation, we examined the schedulers under several points of view. Therefore, extensive simulations of randomly generated task sets were performed using the different schedulers and different generation approaches. The simulations are based on the search for breakdown utilisation [29] of abstract task sets. Our results show that the HCUF-based heuristic MKU can achieve a similar performance as DBP [18], which has the best performance among all schedulers regarded if task periods within a task set are roughly in the same order of magnitude and \((m,k)\)-constraints are very heterogeneous. Both approaches were able to find feasible schedules for up to 80% of the generated task sets. They also show the advantage of the optimisation that GST [16] introduces for testing the exact schedulability condition for \((m,k)\)-firm real-time task sets under DBP, as GST can reduce the simulation time significantly. The results show further that no clear relation exists between a task sets’ \((m,k)\)-utilisation and its feasibility. The occurrence of breakdown anomalies in our results indicate that care must be taken when using one of the DBP, MKU, GDPA, GDPA-S or gMUA-MK schedulers for an actual system: if the actual execution time of tasks is smaller than assumed during schedulability analysis, the task set may become infeasible under these schedulers. Depending on the used scheduler, about 2-8% of the task sets were affected by this problem in our simulations. We also tackled the problem of finding good initialisations of tasks’ \(k\)-sequences, as these can impact feasibility [16]. Using results produced by a feasible schedule as initialisation for a task set under another scheduler, where it is infeasible so far, could yield only minor improvements. The examination of processing time lost due to job cancellations gives some surprising results: Under this metric, the GDPA/GDPA-S [8] and gMUA-MK [39] schedulers achieved best performance (less than 2% loss), while DBP lost up to 13% of the processing time. The MKU approach lies somewhere between these numbers.

In further simulations, we restricted task set generation to realistic parameters. A lower bound for the \(m\) parameter prohibited the generation of tasks whose jobs are scarcely executed. As could be expected, having the \(m_i\) parameters of tasks near their \(k_i\) parameters resulted in a decrease of all schedulers’ performances. However, we also observed that in such a scenario with very strong \((m,k)\)-constraints, MKU can actually achieve better results than DBP. By using the period generator proposed by Goossens and Macq [17], periods spanning multiple orders of magnitude inside a task set were generated. In such task sets, the performance of MKU and DBP degraded significantly due to sub-optimal decisions. Concurrently, the schedulers based on fixed \((m,k)\)-patterns (MKP [38] and MKP-S [37]) could achieve much higher performance (feasibility for up to \(\approx 93\%\) of the generated CTSs).

We draw the following conclusions from our results: When the periods in a task set span several orders of magnitude, as is e.g. the case for automotive systems [28], then an approach using fixed \((m,k)\)-patterns should be preferred. When task periods are roughly the same order of magnitude, then DBP or MKU can yield a better performance, but care must be taken for schedulability anomalies, as both algorithms are not sustainable.

In this article, we restrict ourselves to mapping \((m,k)\)-firm constraints with HCUF, but the scheduling approach is not limited to these \((m,k)\)-HCUFs. We expect that also other HCUFs can be used in the future, e.g. to communicate applications’ current state and requirements such that the scheduler can adjust its decisions.
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**A Acronyms**

ATS abstract task set
CTS concrete task set
DASA dependent activities scheduling algorithm
DBP distance-based priority
EDF earliest deadline first
GDPA guaranteed dynamic priority assignment
GDPA-S simplified guaranteed dynamic priority assignment
gMUA-MK global multiprocessor utility accrual scheduling algorithm for \((m,k)\)-firm deadline-constrained multimedia streams
GST Goossens’ schedulability test
HCUF history-cognisant utility function
LBESA Locke’s best-effort scheduling algorithm
MKP evenly distributed \((m,k)\)-patterns
MKP-S evenly distributed \((m,k)\)-patterns with spin values
MKU utility-based scheduling of \((m,k)\)-firm real-time tasks
QoS Quality-of-Service
RM rate monotonic
TUF time-utility function
WCET worst-case execution time

**B Additional Results**

This appendix contains all performance results that are found during the simulation of task sets with restricted \(m\) parameter (see Section 6.2.1), and restricted \(m\) parameter and realistic periods (see Section 6.2.3).

**B.1 Restricted \(m\) Parameter**

The diagrams for \(r_m = 0.8\) and \(r_m = 0.9\) are omitted, as they are already shown in Figures 6 and 7. All other results from Section 6.2.1 are displayed in Figures 12 to 18.

**B.2 Restricted \(m\) Parameter and Realistic Periods**

Figures 19 to 21 show the results from the evaluations discussed in Section 6.2.3.
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Figure 12: Performance with restricted $m_i$, $r_m = 0.1$.

Figure 13: Performance with restricted $m_i$, $r_m = 0.2$.

Figure 14: Performance with restricted $m_i$, $r_m = 0.3$.

Figure 15: Performance with restricted $m_i$, $r_m = 0.4$. 
Figure 16 Success rates for $r_m = 0.5$.

Figure 17 Performance with restricted $m_i$, $r_m = 0.6$.

Figure 18 Performance with restricted $m_i$, $r_m = 0.7$.

Figure 19 Performance with restricted $m_i$ ($r_m = 0.5$) and realistic periods.

Figure 20 Performance with restricted $m_i$ ($r_m = 0.6$) and realistic periods.

Figure 21 Performance with restricted $m_i$ ($r_m = 0.7$) and realistic periods.
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Abstract

The promise of high scalability and availability has prompted many companies to replace traditional relational database management systems (RDBMS) with NoSQL key-value stores. This comes at the cost of relaxed consistency guarantees: key-value stores only guarantee eventual consistency in principle. In practice, however, many key-value stores seem to offer stronger consistency. Quantifying how well consistency properties are met is a non-trivial problem. We address this problem by formally modeling key-value stores as probabilistic systems and quantitatively analyzing their consistency properties by both statistical model checking and implementation evaluation. We present for the first time a formal probabilistic model of Apache Cassandra, a popular NoSQL key-value store, and quantify how much Cassandra achieves various consistency guarantees under various conditions. To validate our model, we evaluate multiple consistency properties using two methods and compare them against each other. The two methods are: (1) an implementation-based evaluation of the source code; and (2) a statistical model checking analysis of our probabilistic model.
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1 Introduction

The promise of high scalability and availability has prompted many companies and organizations to replace traditional relational database management systems (RDBMS) with NoSQL key-value stores in order to store large data sets and support an increasing number of users. According to DB-Engines Ranking [16] by September 2016, three NoSQL datastores, namely MongoDB [30], Cassandra [12] and Redis [33], have advanced into the top 10 most popular database engines among 315 systems, highlighting the increasing popularity of NoSQL key-value stores. For example, Cassandra is currently being used at Facebook, Netflix, eBay, GitHub, Instagram, Comcast, and over 1500 more companies.

NoSQL key-value stores invariably replicate application data on multiple servers for greater availability in the presence of failures. Brewer’s CAP theorem [11] implies that, under network partitions, a key-value store must choose between consistency (keeping all replicas in sync) and availability (latency). Many key-value stores prefer availability, and thus they provide a relaxed form of consistency guarantees (e.g., eventual consistency [39]). This means key-value store applications can be exposed to stale values. This can negatively impact key-value store user experience. Not surprisingly, in practice many key-value stores seem to offer stronger consistency than they promise. Therefore there is considerable interest in accurately predicting and quantifying what consistency properties a key-value store actually delivers, and in comparing in an objective, and quantifiable way how well properties of interest are met by different designs.

However, the task of accurately predicting such consistency properties is non-trivial. To begin with, building a large scale distributed key-value store is a challenging task. A key-value store usually embodies a large number of components (e.g., membership management, consistent hashing, and so on), and each component can be thought of as source code which embodies many complex design decisions. Today, if a developer wishes to improve the performance of a system (e.g., to improve consistency guarantees, or reduce operation latency) by implementing an alternative design choice for a component, then the only option currently available is to make changes to huge source code bases (e.g., Apache Cassandra [12] has about 345,000 lines of code). Not only does this require many man months, it also comes with a high risk of introducing new bugs, needs understanding in a huge code base before making changes, and is unfortunately not repeatable. Developers can only afford to explore very few design alternatives, which may in the end fail to lead to a better design.

In this paper we address these challenges by proposing a formally model-based methodology for designing and quantitatively analyzing key-value stores. We formally model key-value stores as probabilistic systems specified by probabilistic rewrite rules [1], and quantitatively analyze their properties by statistical model checking [34, 43]. We demonstrate the practical usefulness of our methodology by developing, to the best of our knowledge for the first time, a formal probabilistic model of Cassandra, as well as of an alternative Cassandra-like design, in Maude [13]. Our formal probabilistic model extends and improves a nondeterministic one we used in [26] to answer qualitative binary consistency queries about Cassandra. It models the main components of Cassandra and its environment such as strategies for ordering multiple versions of data and message delay. We have also specified five consistency guarantees that are largely used in industry, strong consistency (the strongest consistency guarantee), causal consistency (the strongest consistency guarantee that is available in the presence of partitions), read your writes, monotonic reads and consistency prefix (popular intermediate consistency guarantees) [37, 38, 28, 4], in the

\[1\] A binary consistency query may ask, for example, whether a key-value store read operation is strongly (resp. weakly) consistent or not and other such Boolean-valued questions.
QUATEX probabilistic temporal logic [1]. Using the PVeStA [3] statistical model checking tool, we have then quantified the satisfaction of such consistency properties in Cassandra under various conditions such as consistency level combination and operation issuing time latency. To illustrate the versatility and ease with which different design alternatives can be modeled and analyzed in our methodology, we have also modeled and analyzed the exact same properties for an alternative Cassandra-like design.

An important question is how much trust can be placed on such models and analysis. That is, how reliable is the predictive power of our proposed methodology? We have been able to answer this question for our case study as follows: (i) we have experimentally evaluated the same consistency properties for both Cassandra and the alternative Cassandra-like design; and (ii) we have compared the results obtained from the formal probabilistic models and the statistical model checking with the experimentally-obtained results. Our analysis indicates that the model-based consistency predictions conform well to consistency evaluations derived experimentally from the real Cassandra deployment, with both showing that Cassandra in fact achieves much higher consistency (sometimes up to strong consistency) than the promised eventual consistency. They also show that the alternative design in most cases is not competitive in terms of the consistency guarantees considered. The purpose of the alternative design was two-fold. First, we wanted to see if the alternative approach would give better accuracy or not. Second, we also wanted to show that it was easier to try the alternative design with our formal model. This is one of the key benefits of building formal models, so that we can quickly try alternative approaches and check their accuracy and performance. Our entire Maude specification, including the alternative design, has less than 1000 lines of code, which further underlines the versatility and ease of use of our methodology at the software engineering level.

Our main contributions include:

- We present a formal methodology for the quantitative analysis of key-value store designs and develop, to the best of our knowledge for the first time, a formal executable probabilistic model for the Cassandra key-value store and for an alternative Cassandra-like design.
- We present, to the best of our knowledge for the first time, a statistical model checking analysis for quantifying five consistency guarantees in Cassandra and the alternative design.
- We demonstrate the good predictive power of our methodology by comparing the model-based consistency predictions with experimental evaluations from a real Cassandra deployment on a real cluster. Our results indicate similar consistency trends for the model and the deployment.

This paper extends the results presented in [24, 26] on two substantial ways. First, we explain various consistency models in greater detail including their formal definitions (Section 3) and specifications (Section 5.1). Second, we provide quantitative analysis of consistency using both statistical model checking and implementation-based estimation for three new consistency models (Section 5.2): monotonic reads, consistent prefix and causal consistency [37, 38, 28, 4].

The paper is organized as follows: Section 2 gives a brief overview of Cassandra, Maude, and statistical model checking. Section 3 explains replicated data consistency guarantees in NoSQL datastores. Section 4 presents our probabilistic model of Cassandra and an alternative Cassandra-like design. Section 5 shows the quantitative analysis of consistency by statistical model checking and the implementation-based estimation. Finally, Sections 6 and 7 discuss related work and concluding remarks, respectively.

---

2 We implemented the alternative Cassandra-like design by modifying the source code of Apache Cassandra version 1.2.10.
2 Preliminaries

2.1 Cassandra Overview

Apache Cassandra [12] is a distributed, scalable, and highly available NoSQL database design. It is distributed over collaborative servers that appear as a single instance to the end client. Data items are dynamically assigned to several servers in the cluster (called the ring), and each server (called a replica) is responsible for different ranges of the data stored as key-value pairs. Each key-value pair is stored at multiple replicas for fault-tolerance. To place those replicas different strategies can be employed, e.g., the Simple Strategy places replicas clockwise in a single data center. For a private cloud Cassandra is typically deployed in a single data center with a single ring structure shared by all its servers.

In Cassandra a client can perform read or write operations to query or update data. When a client requests a read/write operation to a cluster, the server it is connected to will act as a coordinator to forward the request to all replicas that hold copies of the requested key-value pair. According to the specified consistency level in the operation, the coordinator will reply to the client with a value/ack after collecting sufficient responses from replicas. Cassandra supports tunable consistency levels, with ONE, QUORUM and ALL being the three major ones, meaning that the coordinator will respectively reply with the most recent value (namely, the value with the highest timestamp) to the client after hearing from one replica, a majority of replicas, or all replicas. Thus we call the above strategy of processing reads Timestamp-based Strategy (TB). Note that replicas may return different timestamped values to the coordinator. To ensure that all replicas agree on the most recent value, Cassandra uses in the background the read repair mechanism to update those replicas holding outdated values.

Figure 1 shows an example Cassandra system deployed in a single data center cluster of eight servers with three replicas and consistency level QUORUM. The read/write from client 1 is forwarded to all three replicas 1, 3 and 5. The coordinator 7 then replies to client 1 after receiving the first two responses, e.g., from 1 and 3, to fulfill the request without waiting for the reply from 5. For a read, upon retrieving all three possibly different versions of values, the coordinator 7 then issues a read repair write with the highest timestamped value to the outdated replica, 1, in this example. Note that various clients may connect to various coordinators in the cluster, but requests from any client on the same key will be forwarded to the same replicas by those coordinators.
2.2 Rewriting Logic and Maude

Maude [13] is an expressive rewriting-logic-based formal specification language and high-performance simulation and model checking tool for concurrent, object-oriented systems. Maude specifications are executable, and the tool provides a variety of formal analysis methods, including simulation, reachability analysis, and linear temporal logic (LTL) model checking.

A Maude module specifies a rewrite theory \( (\Sigma, E \cup A, R) \), where:

- \( \Sigma \) is an algebraic signature; that is, a set of sorts, subsorts, and function symbols.
- \( (\Sigma, E \cup A) \) is a membership equational logic theory [13], with \( E \) a set of possibly conditional equations and membership axioms, and \( A \) a set of equational axioms such as associativity, commutativity, and identity, so that equational deduction is performed modulo the axioms \( A \).
- \( R \) is a collection of labeled conditional rewrite rules \([l] : t \rightarrow t' \) if \( \text{cond} \), specifying the system’s local transitions.

We briefly summarize the syntax of Maude and refer to [13] for more details. Operators are introduced with the \texttt{op} keyword: \texttt{op } \( f : s_1 \ldots s_n \rightarrow s \). They can have user-definable syntax, with underbars ‘‘ \_ ’’ marking the argument positions. Equations and rewrite rules are introduced with, respectively, keywords \texttt{eq}, or \texttt{ceq} for conditional equations, and \texttt{rl} and \texttt{crl}. The mathematical variables in such statements are declared with the keywords \texttt{var} and \texttt{vare}, or can be introduced on the fly, in which case they have the form \texttt{var:sort}. An equation \( f(t_1, \ldots, t_n) = t \) with the \texttt{owise} (“otherwise”) attribute can be applied to a subterm \( f(\ldots) \) only if no other equation with left-hand side \( f(u_1, \ldots, u_n) \) can be applied.

A class declaration \texttt{class } \( C \mid \text{att}_1 : s_1, \ldots, \text{att}_n : s_n \) declares a class \( C \) of objects with attributes \( \text{att}_1 \) to \( \text{att}_n \) of sorts \( s_1 \) to \( s_n \). An object instance of class \( C \) is represented as a term \( < O : C \mid \text{att}_1 : \text{val}_1, \ldots, \text{att}_n : \text{val}_n > \), where \( O \), of sort \texttt{Oid}, is the object’s identifier, and where \( \text{val}_1 \) to \( \text{val}_n \) are the current values of the attributes \( \text{att}_1 \) to \( \text{att}_n \). A message is a term of sort \texttt{Msg}. A system state is modeled as a term of the sort \texttt{Configuration}, and has the structure of a \texttt{multiset} made up of objects and messages. The dynamic behavior of a system is axiomatized by specifying each of its transition patterns by a rewrite rule. For example, the rule (with label 1)

\[
\text{rl} [1] : \quad m(0,w) \\
\langle 0 : C \mid a_1 : x, a_2 : 0', a_3 : z > \Rightarrow \\
\langle 0 : C \mid a_1 : x + w, a_2 : 0', a_3 : z > \\
m'(0',x) \\
\]

defines a family of transitions in which a message \( m \), with parameters \( 0 \) and \( w \), is read and consumed by an object \( 0 \) of class \( C \), the attribute \( a_1 \) of the object \( 0 \) is changed to \( x + w \), and a new message \( m'(0',x) \) is generated. Attributes whose values do not change and do not affect the next state, such as \( a_3 \) and \( a_2 \), need not be mentioned in a rule. Note that in the above rule \( 0 \), declared as either constant or variable of sort \texttt{Oid}, is the object’s identifier that can also be a parameter of some function (e.g., the message function \( m \)).

2.3 Statistical Model Checking and \texttt{PVeStA}

Distributed systems are probabilistic in nature, e.g., network latency such as message delay may follow a certain probability distribution, plus some algorithms may be probabilistic. Systems of this kind can be modeled by probabilistic rewrite theories [1] with rules of the form:

\[ [l] : t(\bar{x}) \rightarrow t'(\bar{x}', \bar{y}) \text{ if } \text{cond}(\bar{x}) \text{ with probability } \bar{y} := \pi(\bar{x}) \]
where the term $t'$ has additional new variables $\overrightarrow{y}$ disjoint from the variables $\overrightarrow{x}$ in the term $t$. Since for a given matching instance of the variables $\overrightarrow{x}$ there can be many (often infinite) ways to instantiate the extra variables $\overrightarrow{y}$, such a rule is non-deterministic. The probabilistic nature of the rule stems from the probability distribution $\pi(\overrightarrow{x})$, which depends on the matching instance of $\overrightarrow{x}$, and governs the probabilistic choice of the instance of $\overrightarrow{y}$ in the result $t'(\overrightarrow{x}, \overrightarrow{y})$ according to $\pi(\overrightarrow{x})$. In this paper we use the above PMaude [1] notation for probabilistic rewrite rules.

Statistical model checking [34, 43] is an attractive formal approach to analyzing probabilistic systems against temporal logic properties. Instead of offering a binary yes/no answer, it provides a quantitative real-valued answer and can verify a property up to a user-specified level of confidence by running Monte-Carlo simulations of the system model. For example, if we consider strong consistency in Cassandra, a statistical model-checking result may be “The Cassandra model satisfies strong consistency 86.87% of the times with 99% confidence”. The quantitative answer, however, need not be a percentage or a probability: it may instead be a latency estimation, or a quantitative estimation of some other QoS property. Existing statistical verification techniques assume that the system model is purely probabilistic. Using the methodology in [1, 19] we can eliminate non-determinism in the choice of firing rules. We then use PVeStA [3], an extension and parallelization of the tool VeStA [35], to statistically model check purely probabilistic systems against properties expressed by QuaTEx probabilistic temporal logic [1]. The expected value of a QuaTEx expression is iteratively evaluated w.r.t. two parameters $\alpha$ and $\delta$ provided as input by sampling until the size of $(1-\alpha)100\%$ confidence interval is bounded by $\delta$. In this paper we will compute the expected probability of satisfying a property based on definitions of the form $p() = BExp ; \text{eval } E[# p()]$; where $\#$, called “next”, is a primitive temporal operator, $BExp$ is a consistency-specific predicate (e.g., the predicate $sc?\text{ in Section 5.1.1}$), and $p()$ is a state predicate returning the probabilistic number between 1.0 and 0.0. Informally, the QuaTEx expression consists in a list of definitions of recursive temporal operators such as $p()$, followed by a query of the expected value of a path expression such as $\text{eval } E[# p()]$ obtained combining the temporal operators.

3 Replicated Data Consistency

Distributed key-value stores usually sacrifice consistency for availability (Brewer’s CAP theorem [11]), advocating the notion of weak consistency (e.g., Cassandra promises eventual consistency [12]). However, studies on benchmarking eventually consistent systems have shown that those platforms seem in practice to offer more consistency than they promise [40, 10]. Thus a natural question derived from those observations is “what consistency does your key-value store provide in practice?”. We summarize below the prevailing consistency guarantees that have received considerable attention in recent research on distributed data stores [37, 38, 28, 4]. We will focus on five of them (strong consistency, read your writes, monotonic reads, consistent prefix and causal consistency) in the rest of this paper.

- Strong Consistency (SC) ensures that each read returns the value of the last write that occurred before that read.
- Read Your Writes (RYW) guarantees that the effects of all writes performed by a client are visible to her subsequent reads.
- Monotonic Reads (MR) ensures a client to observe a key-value store increasingly up to date over time.
- Consistent Prefix (CP) guarantees a client to observe an ordered sequence of writes starting with the first write to the system.
- (Time-) Bounded Staleness (BS) restricts the staleness of values returned by reads within a time period.
- Causal Consistency (CC) guarantees that the effects are observed only after their causes: reads will not see a write unless its dependencies are also seen.
- Eventual Consistency (EC) claims that if no new updates are made, eventually all reads will return the last updated value.

Note that SC and EC lie at the two ends of the consistency spectrum, while the other intermediate guarantees are not comparable in general [37].

In [26, 27] we investigated SC, RYW and EC from a qualitative perspective using standard model checking, where they were specified using linear temporal logic (LTL). The questions we asked and answered there were simply yes/no questions such as “Does Cassandra satisfy strong consistency?” and “In what scenarios does Cassandra violate read your writes?”. We indeed showed by counterexamples that Cassandra violates SC and RYW under certain circumstances, e.g., successive write and read with the combinations of lower consistency levels. Regarding EC, the model checking results of our experiments with bounded number of clients, servers and messages conforms to the promise. We refer the reader to [26, 27] for details.

In this paper we look into the consistency issue for Cassandra in terms of SC, RYW, MR, CP and CC from a quantitative, statistical model checking perspective. To aid the specification of the five properties (Section 5.1), we now restate them more formally. As all operations from different clients can be totally ordered by their issuing times, we can first view, from a client’s perspective, the behavior of a key-value store $S$ as a history $H = o_1, o_2, \ldots, o_n$ of $n$ read/write operations, where any operation $o_i$ can be expressed as $o_i = (k_i, v_i, c_i, t_i)$, where $t_i$ denotes the global time when $o_i$ was issued by client $c_i$, and $v_i$ is the value read from or written to on key $k_i$ and where the sequence is time-increasing, i.e., $t_i < t_j$ if $i < j$. We can then define the consistency properties based on $H$:

- We say $S$ satisfies SC if for any read $o_i = (k_i, v_i, c_i, t_i)$, provided there exists a write $o_j = (k, v_j, c_j, t_j)$ with $t_j < t_i$, and without any other write $o_h = (k, v_h, c_h, t_h)$ such that $t_j < t_h < t_i$, we have $v_i = v_j$. Note that $c_h, c_i$ and $c_j$ are not necessarily different;
- We say $S$ satisfies RYW if either (1) $S$ satisfies SC, or (2) for any read $o_i = (k_i, v_i, c_i, t_i)$, provided there exists a write $o_j = (k, v_j, c_j, t_j)$ with $c_i = c_j$ and $t_j < t_i$, and with any other write $o_h = (k, v_h, c_h, t_h)$ such that $c_i \neq c_h$ and $t_j < t_h < t_i$, we have $v_i = v_j$;
- We say $S$ satisfies MR if for any two reads $o_i = (k_i, v_i, c_i, t_i)$ and $o_j = (k_j, v_j, c_j, t_j)$ in the sequence of reads $o_{i_1}, o_{i_2}, \ldots, o_{i_m}$, provided there exists a sequence of writes $o_{w_1}, o_{w_2}, \ldots, o_{w_m}$, if $v_{i_1} = v_{w_1}$ and $v_{i_2} = v_{w_2}$, we have $v_{i_2} \leq t_{w_1}$, provided $k_{i_1} = k_{w_1}$ and $k_{i_2} = k_{w_2}$. Note that $c_{i_1, i_2}$ and $c_{w_1}$ are not necessarily different;
- We say $S$ satisfies CP if for a sequence of reads $o_{i_1}, o_{i_2}, \ldots, o_{i_m}$, provided there exists a sequence of writes $o_{w_1}, o_{w_2}, \ldots, o_{w_m}$, we have, if $n \geq m$, $v_{r_1} = v_{w_1}, v_{r_2} = v_{w_2}, \ldots, v_{r_m} = v_{w_m}$, provided that $k_{r_1} = k_{w_1}, k_{r_2} = k_{w_2}, \ldots, k_{r_m} = k_{w_m}$; otherwise, $v_{r_1} = v_{w_1}, v_{r_2} = v_{w_2}, \ldots, v_{r_m} = v_{w_m}, v_{r_{m+1}} = v_{w_{m+1}}, \ldots, v_{r_m} = v_{w_m}$, provided $k_{r_1} = k_{w_1}, k_{r_2} = k_{w_2}, \ldots, k_{r_m} = k_{w_m}, k_{r_{m+1}} = k_{w_{m+1}}, \ldots, k_{r_m} = k_{w_m}$. Note that $c_{r_1, r_2}$ are not necessarily different, and the key pairs (e.g., $k_{r_1}$ and $k_{r_2}$) are not necessarily the same;
- We introduce two notions, causality order and serialization [2, 38], before defining $S$ satisfying CC. We say $o_i = (k_i, v_i, c_i, t_i)$ is causally ordered before $o_j = (k_j, v_j, c_j, t_j)$ if one of the following three cases holds: (i) $c_i = c_j$ and $t_i < t_j$; (ii) $v_j = v_i$, provided $o_i$ is a write while $o_j$ a read; (iii) there exists some other $o_k$ such that $o_i$ is causally ordered before $o_k$ that is causally ordered before $o_j$ (i.e., transitivity). We say $L$ is a serialization of a history $H$ if $L$ is a linear sequence containing exactly the operations of $H$ such that $L$ satisfies SC. We say a serialization $L$ respects a causality order if, for any two operations $o_i$ and $o_j$ in $L$, $o_i$ is causally
ordered before $o_j$ implies $o_i$ precedes $o_j$ in $L$. We then say $S$ satisfies CC if $H$ has a causality order such that for each client $c_i$, there is a serialization of all operations from $c_i$ and all writes (probably from different clients) in $H$ that respects that causality order.

## 4 Probabilistic Modeling of Cassandra Designs

This section describes a formal probabilistic model of Cassandra as well as an alternative Cassandra-like design. Section 4.1 shows the underlying communication model of Cassandra components, and how the associated non-deterministic rewrite rules are transformed into purely probabilistic ones in Maude. Section 4.2 presents an alternative Cassandra-like design in terms of read processing strategy. The entire executable Maude specifications are available at https://sites.google.com/site/siliunobi/lites-cassandra.

### 4.1 Formalizing Probabilistic Communication in Cassandra

In [26] we built a formal executable model of Cassandra summarized in Section 2.1. Specifically, we modeled the ring structure, clients and servers, messages, and Cassandra’s dynamics. Moreover, we also introduced a scheduler object to schedule messages by maintaining a global clock $\text{GlobalTime}^3$ and a queue of inactive/scheduled messages $\text{MsgQueue}$. By activating those messages, it provides a deterministic total ordering of messages$^4$ and allows synchronization of all clients and servers, aiding formal analysis of consistency properties (Section 5.1).

To illustrate the underlying communication model, Figure 2 visualizes a segment of the system transitions showing how messages flow between a coordinator and the replicas through the scheduler in terms of rewrite rules. The delayed messages (of the form $[\ldots]$) $[D_1, \text{repl1} \leftarrow \text{Msg1}]$ and $[D_2, \text{repl2} \leftarrow \text{Msg2}]$, targeting replicas repl1 and repl2, are produced by the coordinator at global time $T$ with the respective message delays $D_1$ and $D_2$. The scheduler then enqueues both messages for scheduling. As the global time advances, messages eventually become active (of the

---

$^3$ Although in reality synchronization can never be exactly reached due to clock skew [23], cloud system providers use NTP or even expensive GPS devices to keep all clocks synchronized (e.g., Google Spanner [15]). Thus our abstraction of a global clock is reasonable.

$^4$ It is possible to have two active messages with the same delivery time. In that case messages will be ordered alphabetically.
form {...}), and are appropriately delivered to the replicas. For example, the scheduler first dequeues \( \text{Msg1} \) and then \( \text{Msg2} \) at global time \( T + D_1 \) and \( T + D_2 \) respectively, assuming \( D_1 < D_2 \). Note that messages can be consumed by the targets only when they are active.

As mentioned in Section 2.3, we need to eliminate nondeterminism in our previous Cassandra model prior to statistical model checking. This can be done by transforming nondeterministic rewrite rules to purely probabilistic ones. Below we show an example transformation, where both rules illustrate how the coordinator reacts upon receiving a read reply \( \text{ReadReplySS} \) from a replica, with \( \text{KV} \) the returned key-value pair of the form \((\text{key}, \text{value}, \text{timestamp})\), \( \text{ID} \) and \( \text{A} \) the read and client’s identifiers, and \( \text{CL} \) the read’s consistency level, respectively. The coordinator \( S \) adds \( \text{KV} \) to its local buffer, and returns to \( \text{A} \) the highest timestamped value determined by \( \text{tb} \) via the message \( \text{ReadReplyCS} \), provided it has collected the consistency-level number of responses determined by \( \text{cl} \).

In the nondeterministic version \(...)\-nondet\), the outgoing message is equipped with a delay \( D \) nondeterministically selected from the delay set \( \text{delays} \) where \( \text{DS} \) defines the rest delays of the set. We keep the set unchanged so that standard model checking will explore all possible choices of delays each time the rule is fired. For example, if \( \text{delays} \) are \((2.0, 4.0)\), two read replies will be generated nondeterministically with the delays 2.0 and 4.0 time units respectively, each of which will lead to an execution path during the state space exploration. Note that \( \text{AS} \) refers to the rest of the attributes of server \( S \).

\[
\text{crl} \ [\text{on-rec-rrep-coord-nondet}] :
\{T, S \leftarrow \text{ReadReplySS}(	ext{ID}, \text{KV}, \text{CL}, \text{A})\}
< S : \text{Server} \ | \ \text{buffer}: \text{BF}, \text{delays}: (D, \text{DS}), \text{AS} >$
\Rightarrow$
< S : \text{Server} \ | \ \text{buffer}: \text{BF'}, \text{delays}: (D, \text{DS}), \text{AS} >$
\text{if } \text{cl}?(\text{CL}, \text{BF'}) \text{ then}
[D, \text{A} \leftarrow \text{ReadReplyCS}(	ext{ID}, \text{tb}(\text{BF'}))]$
\text{else none fi}$
\text{if } \text{BF'} := \text{add}(\text{ID}, \text{KV}, \text{BF}) .
\]

We transform the above rule to the probabilistic version \(...)\-prob\), where the delay \( D \) is distributed according to the parameterized probability distribution function \( \text{distr}(\ldots) \). Once the rule fires, only one read reply will be generated with a probabilistic real-valued message delay.

\[
\text{crl} \ [\text{on-rec-rrep-coord-prob}] :
\{T, S \leftarrow \text{ReadReplySS}(	ext{ID}, \text{KV}, \text{CL}, \text{A})\}
< S : \text{Server} \ | \ \text{buffer}: \text{BF}, \text{AS} >$
\Rightarrow$
< S : \text{Server} \ | \ \text{buffer}: \text{BF'}, \text{AS} >$
\text{if } \text{cl}?(\text{CL}, \text{BF'}) \text{ then}
[D, \text{A} \leftarrow \text{ReadReplyCS}(	ext{ID}, \text{tb}(\text{BF'}))]$
\text{else none fi}$
\text{if } \text{BF'} := \text{add}(\text{ID}, \text{KV}, \text{BF}) \text{ with probability } D := \text{distr}(\ldots) .
\]

Likewise, all nondeterministic rules in our previous model can be transformed to purely probabilistic rewrite rules. Furthermore, as explained in [1, 19], the use of continuous time and the actor-like nature of the specification ensure that at most one probabilistic rule will be enabled at each time instant, thus eliminating any remaining nondeterminism from the firing of rules.
4.2 Alternative Strategy Design

Two major advantages of our model-based approach are: (1) the ease of exploring different design alternatives (e.g., designing an alternative strategy to TB described in Section 2.1) in early design stages, and (2) the ability to predict their effects before implementation. Here we illustrate the first part by presenting as an alternative design the *Timestamp-agnostic Strategy* (TA). The key idea is that, instead of using timestamps to decide which value will be returned to the client as TB does (Section 2.1), TA uses the values themselves to decide which replica has the latest value. For example, if the replication factor is 3, then for a *QUORUM* read, the coordinator checks whether the values returned by the first two replicas are identical: if they are, the coordinator returns that value; otherwise it waits for the third replica to return a value. If the third value matches one of the first two values, the coordinator returns the third value. So for a *QUORUM* read TA guarantees that the coordinator will reply with the value that has been stored at a majority of replicas. For an *ALL* read, the coordinator compares all three values; if they are all the same, it returns that value. Notice that TA and TB agree on processing *ONE* reads.

To formalize TA (or other alternative strategies) we only need to specify the corresponding functions of the returned values from the replicas buffered at the coordinator, as we defined $tb$ for TB, and for deciding if enough responses have been fetched by the coordinator, as we defined $cl?$ for TB, without redefining the underlying model. Note that our component-based model also makes it possible to dynamically choose the optimal strategy in favor of consistency guarantees. More precisely, once the system has been specified endowed with a family of strategies having respective strengths in consistency guarantees (which can be measured by statistical model checking), the coordinator can invoke the corresponding strategy-specific function based on the client’s specified preference. For example, given strategies S1/S2 offering consistency properties C1/C2, if a client issues two consecutive reads with desired consistency C1, C2, respectively, the coordinator will generate, e.g., the C1-consistent value for the preceding read, by calling the strategy function for S1.

On the other hand, the key change for implementing TA is to implement our own `Resolve()` function for class `RowDataResolver`. We rewrote Cassandra’s `resolveSupersetNew()` function for the TA approach. This took some code modification, and it required a complete understanding of the Cassandra internal code details. In terms of Cassandra code changes, 150 lines of code were added and 50 were removed. We observe that formalizing TA in Maude was much easier and faster than implementing it in Cassandra.

5 Quantitative Analysis of Consistency in Cassandra

How well do our Cassandra model and its TA alternative design satisfy different consistency guarantees? Does TA provide better consistency than TB based on our model? Are those results in agreement with actual implementations? We propose to investigate these questions by statistical model checking and by implementation-based evaluation of those consistency properties in terms of the two strategies.

5.1 Formalization of Consistency Properties

5.1.1 Strong Consistency

**Scenario.** SC ensures that each read returns the value of the last write that occurred before that read. Thus we design a scenario with one read and two writes to see if the read will return the
Figure 3 Experimental Scenario of Statistical Model Checking of SC.

last write\(^5\). Figure 3 shows the experimental scenario for SC, with each parallel line denoting one session of one client. The scenario consists of three consecutive operations, W1, W2 and R3, issued by three different clients, respectively, where L1 and L2 are the issuing latencies between them. We choose to experiment with consistency level \texttt{ONE} for both W1 and W2 to evaluate different consistency levels for R3. Thus we name each subscenario (TB/TA-O/Q/A) depending on the target strategy and R3’s consistency level, e.g., (TB-Q) refers to the case checking SC for TB with R3 of \texttt{QUORUM}.

Formal Specification of SC. Based on the consistency definition (Section 3) and the above scenario, SC is satisfied if R3 reads the value of W2. Thus we define a parameterized predicate \texttt{sc?}(A,A',C) that holds if we can match the value returned by the subsequent read \texttt{O} (R3 in this case) from client A with that in the preceding write \texttt{O}' (W2 in this case) from client A'. Note that the attribute \texttt{store} lists the associated information of each operation issued by the client, e.g., operation \texttt{O} was issued at global time \texttt{T} on key \texttt{K} with returned/written value \texttt{V} for a read/write. Note that in the rest of this paper \texttt{REST} refers to the rest objects of the entire configuration (Section 2.2).

\begin{verbatim}
op sc? : Address Address Config -> Bool .
eq sc?(A,A',< A : Client | store : ((O, K,V,T ), ...), ... >]
< A' : Client | store : ((O',K,V,T'), ...), ... > REST) = true .
eq sc?(A,A',C) = false [owise] .
\end{verbatim}

5.1.2 Read Your Writes

Scenario. RYW guarantees that the effects of all writes performed by a client are visible to her subsequent reads. Thus we design a scenario with two writes and one read from the same client to see if the read will return the last write; we also add another write from a different client since returning the latest write from a different client will also satisfy RYW. Figure 4 shows the experimental scenario for RYW. The scenario consists of four operations, where W1, W2 and R3 are issued by one client and \textit{strictly ordered} (a subsequent operation will be blocked until the preceding one finishes) while W4 is from the other client\(^6\). The issuing latency L is tunable, which

\(^5\) Note that we need to minimize all the experimental scenarios for the statistical model checking in this paper for two reasons: (1) statistical model checking can only support a limited number of operations to avoid state space explosion; and (2) we observed that in our experiments adding a few more operations would not affect the results much but would aggravate the statistical model checking.

\(^6\) Section 3 describes two disjoint cases for RYW, which we mimic with tuneable L: if \texttt{t4 < t2}, only W2 is RYW-consistent; otherwise both W2 and W4 are RYW-consistent.
can vary the issuing time of W4. Thus we can derive the corresponding cases in RYW’s definition (Section 3), and specify and analyze the property accordingly. We choose to experiment with consistency level \textit{ONE} for both W1 and W4 to evaluate different combinations of consistency levels for W2 and R3. The only possible cases violating RYW are, if we forget W4 for the moment, \((R3,W2) = (O,O)/(O,Q)/(Q,O)\) due to the fact that a read is guaranteed to see its preceding write from the same client, if \(R + W > RF\) with \(R\) and \(W\) the respective consistency levels and \(RF\) the replication factor. For example, if the replication factor \(RF\) is 3 (thus \textit{ONE}/\textit{QUORUM}/\textit{ALL} is 1/2/3), a \textit{ONE} read \(R\) and a \textit{QUORUM} write \(W\) cannot ensure RYW.

\textbf{Formal Specification of RYW.} We define a parameterized predicate \(\text{ryw?(A,A',C)}\) that holds if the subsequent read \(O2\) (\(R3\) in this case) returns the appropriate value required for RYW to hold. This can happen in two different ways: (1) \(O2\) returns the value \(V\) by the preceding write \(O1\) (\(W2\) in this case), or (2) \(O2\) returns the value \(V'\) by a more recent write \(O3\) (\(W4\) in this case if issued after \(W2\), which is determined by \(T3 >= T1\)).

\begin{verbatim}
op ryw? : Address Address Config -> Bool .

eq ryw?(A,A',< A : Client | store : (...,(O1,K,V,T1), (O2,K,V,T2), ...), ... > REST) = true . --- case (1)

ceq ryw?(A,A',< A : Client | store : (...,(O1,K,V,T1), (O2,K,V',T2), ...), ... > < A' : Client | store : ((O3,K,V',T3), ...), ... > REST) = true
  if T3 >= T1 . --- case (2)

eq ryw?(A,A',C) = false [owise] .
\end{verbatim}

5.1.3 Monotonic Reads

\textbf{Scenario.} MR ensures that a client will observe a key-value store increasingly up to date over time. Thus we design a scenario with two writes followed by two consecutive reads to see if the two reads will return the two writes in order. Figure 5 shows the experimental scenario for MR. We consider a scenario with four operations, where two writes, \(W1\) and \(W2\), are issued by two different clients, and a third client issues two strictly ordered reads, \(R3\) and \(R4\). \(L1\) and \(L2\) are the issuing latencies between \(W1\) and \(W2\), and \(W2\) and \(R3\), respectively. We choose to experiment with the same consistency level for \(R3\) and \(R4\), and with consistency level \textit{ONE} for \(W1\) to evaluate different combinations of consistency levels for \(W2\) and \(R3/R4\).

\textbf{Formal Specification of MR.} We define a parameterized predicate \(\text{mr?(A1,A2,A3,C)}\) that holds if the subsequent read \(O4\) (\(R4\) in this case) from client \(A3\) returns the appropriate value required for MR to hold. This can happen in three different ways: (1) if the preceding read \(O3\) (\(R3\) in this case) gets the default value \(dft\), any value returned by \(O4\) is MR-consistent; (2) if \(O3\) reads the
value $V_1$ from client A1’s write $O_1$ ($W_1$ in this case), $O_4$ has to return the value $V_1$ or $V_2$ (from client A2’s write $O_2$) to satisfy MR; and (3) if $O_3$ returns $V_2$, $O_4$ needs to match it to guarantee MR.

Formal Specification of CP.

We define a parameterized predicate $cp?(A_1,A_2,C)$ that holds if the successive reads $O_5$ ($R_5$ in this case) and $O_6$ ($R_6$ in this case) from client A2 return an ordered sequence of writes. This can happen in three different ways: (1) if $O_5$ gets the default value $dft_1$ for $K_1$, $O_6$ can only read the default value $dft_2$ for $K_2$ to satisfy CP; (2) if $O_5$ returns the value $V_1$ from client A1’s write $O_1$ ($W_1$ in this case), $O_6$ has to return the value $V_2$ or $dft_2$ (either case

For reads on a single key in a system like Cassandra where writes completely overwrite previous values of a key, eventual consistency reads can guarantee consistent prefix. So we consider reads on multiple keys [37].
guarantees an ordered sequence of writes); and (3) if \(O_5\) reads the value \(V_3\) from the write \(O_3\) (W3 in this case), both \(V_2\) and \(V_4\) are CP-consistent.

**5.1.5 Causal Consistency**

**Scenario.** CC guarantees that the effects are observed only after their causes: reads will not see a write unless its dependencies are also seen. Thus we design a scenario with a write and a read from two different clients to bridge them by causality. Figure 7 shows the experimental scenario for CC. We consider a scenario with five operations on two different keys, where client \(C_1\) issues two strictly ordered writes, \(W_1\) and \(W_2\), on the keys, \(K_1\) and \(K_2\), respectively, and the other client \(C_2\) first issues a read on \(K_2\), and then issues two consecutive operations \(W_4\) and \(R_5\) on \(K_1\). Note that, although operations from the same session of a client are causally ordered (e.g., \(W_1\) and \(W_2\)), we check in this scenario causality that arises when the first read \(R_3\) returns the value of \(W_2\), establishing the causality between \(W_2\) and \(R_3\), and thus \(W_1\) and \(W_4\) (i.e., corresponding to the definition of CC (Section 3), we check from client \(C_2\)’s perspective if there is a serialization of all five operations that respects the causality order). The issuing latency \(L\) between \(W_1\) and \(R_3\) is tunable, which can vary the issuing time of \(R_3\). We choose to experiment with the same consistency level \(\text{ONE}\) for \(W_1\), \(W_2\) and \(R_3\) to evaluate different combinations of consistency levels for \(W_4\) and \(R_5\).
Figure 7: Experimental Scenario of Statistical Model Checking of CC.

**Formal Specification of CC.** We define for CC a parameterized predicate $cc(A_1, A_2, C)$ that holds if $O_5$ (R5 in this case) returns the value $V_4$ from client $A_2$’s write $O_4$ (W4 in this case), provided $O_3$ (R3 in this case) reads the value $V_2$ from client $A_1$’s write $O_2$ (W2 in this case); otherwise, any value returned by $O_5$ is CC-consistent, since no causality arises.

\[
\text{op cc? : Address Address Config -> Bool .}
\]

\[
\text{eq cc?(A_1, A_2, < A_1 : Client | store: ((O_1, K_1, V_1, T_1), (O_2, K_2, V_2, T_2), ...), ... >} \\
\text{< A_2 : Client | store: ((O_3, K_2, V_2, T_3), (O_4, K_1, V_4, T_4), (O_5, K_1, V_4, T_5), ...), ... > REST) = true . --- causality arises}
\]

\[
\text{eq cc?(A_1, A_2, < A_1 : Client | store: ((O_1, K_1, V_1, T_1), (O_2, K_2, V_2, T_2), ...), ... >} \\
\text{< A_2 : Client | store: ((O_3, K_2, dft2, T_3), (O_4, K_1, V_4, T_4), (O_5, K_1, V_5, T_5), ...), ... > REST) = true . --- no causality}
\]

\[
\text{eq cc?(A_1, A_2, C) = false [otherwise] .}
\]

### 5.2 Analysis Results for Consistency Guarantees

We are now ready to present the analysis results for all those consistency models on both statistical model checking and implementation-based evaluation. We compare the two strategies, TA and TB, from two aspects: (1) if both show the similar trends as the latency increases; and (2) if one provides better consistency than the other.

First, we define the following setting for our experimental scenarios of statistical model checking:
- We consider a single cluster of 4 servers, and the replication factor of 3.
- All replicas are initialized with default key-value pairs.
- Each read/write can have consistency level \texttt{ONE}, \texttt{QUORUM} or \texttt{ALL}.
- We consider the lognormal distribution for message delay with the mean $\mu = 0.0$ and standard deviation $\sigma = 1.0$ [9].
- All consistency probabilities are computed with a 99\% confidence level of size at most 0.01 (Section 2.3).

Note that for the rest of this paper we name each subscenario (TB/TA-OO/OQ/QO/...) depending on the target strategy and the combination of consistency levels for the experimental scenarios regarding the consistency models excluding SC. For simplicity, we let an operation occur immediately upon its preceding operation from the same session (or client) finishes.

Regarding the experimental setup on the other hand, we deploy Cassandra on a single cluster of 4 Emulab [41] servers within the same rack.

8 For a private cloud, Cassandra is typically deployed in a single data center with a single ring structure shared by all its servers. The network latency effects will not impact our experiment results as all servers are in
the following configuration: one 2.4 GHz 64-bit Quad Core Xeon E5530 Nehalem processor, 5.86 GT/s bus speed, 8 MB L3 cache, VT (VT-x, EPT and VT-d) support and 12 GB 1066 MHz DDR2 RAM; the OS used was 64-bit Ubuntu 14.04 LTS, 3.13.0 kernel and Cassandra version was 1.2.10. We use YCSB [14] to inject read/write workloads. For RYW, MR, CP and CC tests, we use two separate YCSB clients. Our test workloads are read-heavy (which are representative of many real-world workloads such as Facebook’s photo storage [8]) with 90% reads, and we vary consistency levels between ONE, QUORUM, and ALL. We run Cassandra and YCSB clients for fixed time intervals (each client performs 20,000 operations) and log the results. Based on the logs generated, we calculate the percentage of reads that satisfy various consistency models considered in this paper. We perform binning on all the results to generate the issuing latency intervals. The reason is that in our statistical model checking experiments we can specify the exact latency interval between operations, but the same is impossible for a real deployment. From our real deployment experiments, we get the probabilities for a continuous range of latency values, instead of a discrete set as in the statistical model checking experiments. Thus we divide all the results and perform binning to generate the issuing latency intervals. Note that other experimental configurations such as the replication factor, consistency levels and message delay distribution follow our setup for statistical model checking.

### 5.2.1 Analysis Results for SC

The left plot in Figure 8 shows the resulting probability of satisfying SC by statistical model checking, where the probability (of R3 reading the value of W2) is plotted against the issuing latency (L2) between them. Regarding TB, from the results (and intuitively), given the same issuing latency, increasing the consistency level provides higher consistency; given the same consistency level, higher issuing latency results in higher consistency (as the replicas converge, a sufficiently later read (R3) will return the consistent value up to 100%). Surprisingly, QUORUM and ALL reads start to achieve SC within a very short latency around 0.5 and 1.5 time units respectively (with 5 time units for even ONE reads).

On the other hand, all observations for TB apply to TA in general. In fact, for QUORUM and ALL reads, the two strategies perform almost the same, except that: (1) for ALL reads, TB provides the same rack and the time difference between each pair of requests would be in the same range. While showing scalability is not the goal of this paper, we wish to do larger scale experiments in the future. There are resource challenges related to scaling the model-checking to larger scales (e.g., parallelizing it the right way), and we hope to solve this in our future work.

Even if the tests allow a large number of YCSB clients, we set it to 2 to match our statistical model checking experimental setting.
noticeably more consistency than TA within an extremely short latency of 0.5 time units; and (2) for QUORUM reads, TB offers slightly more consistency than TA within 2.5 time units.

Based on these results it seems fair to say that both TB and TA provide high SC, especially with QUORUM and ALL reads. The consistency difference between the two strategies results from the overlap of R3 and W2. More precisely, since the subsequent read has higher chance to read multiple versions of the key-value pair with lower issuing latency, TA, only relying on the version itself, will return the matched value that is probably stale.

Regarding the implementation-based evaluation (the right plot in Figure 8), we show the resulting, experimentally computed probability of strongly consistent reads against $L_2$ (Figure 3) for deployment runs regarding the two strategies (only for QUORUM and ALL reads). Overall, the results indicate similar trends for the model predictions and real deployment runs (both plots in Figure 8): for example, for both model predictions and deployment runs, the probability is higher for ALL reads than for QUORUM reads regarding both strategies, especially when $L_2$ is low; consistency does not vary much with different strategies. Note that we observe the dips that break the monotonic behavior of TB-ALL and TB-QUORUM at a lower value of $L$ because it is possible that the updated value from W2 has not reached all the replicas. With a higher value of $L$, we do not observe any break from the monotonic behavior.

### 5.2.2 Analysis Results for RYW

Figure 9(a) shows the resulting probability of satisfying RYW, where the probability (of R3 reading the value of W2 or a more recent value) is plotted against the issuing latency (L) between W1 and W4. From these results it is straightforward to see that scenarios (TB-OA/QQ/AO/AA) guarantee RYW due to the fact “$R_3 + W_2 > RF$”. Since we have already seen that the Cassandra model satisfied SC quite well, it is also reasonable that all combinations of consistency levels
provide high RYW consistency, even with the lowest combination (O,O) that already achieves a probability around 90%. Surprisingly, it appears that a QUORUM read offers RYW consistency nearly 100%, even after a preceding write with its consistency level down to ONE (scenario (TB-OQ)). Another observation is that, in spite of the concurrent write from the other client, the probability of satisfying RYW stays fairly stable.

Figure 9(c) shows the comparison of TA and TB regarding RYW, where for simplicity we only list three combinations of consistency levels from R3’s perspective with W2’s consistency level fixed to ONE (in fact, with W2’s consistency level increases, the corresponding scenarios will provide even higher consistency). In general, all observations for TB apply to TA, and it seems fair to say that both TA and TB offer high RYW consistency. The two strategies agree on the combination (O,O). However, TA cannot offer higher consistency than TB in any other scenario, with TA providing slightly lower consistency for some points, even though TA’s overall performance is close to TB’s over issuing latency. One reason is that TA does not respect the fact “R + W > RF” in general (e.g., two strictly ordered Quorum write and read cannot guarantee RYW).

Regarding the implementation-based evaluation (Figure 9(b) and (d)), we show the resulting probability of RYW-consistent reads against L (Figure 4) for deployment runs regarding two strategies. Both the model predictions and deployment runs show very high probability of satisfying RYW. This is expected since for each client the operations are mostly ordered, and for any read operation from a client, we expect any previous write from the same client to be committed to all replicas. For the deployment runs, we observe that we get 100% RYW consistency, except for scenario (TB-OO), which matches expectations, since ONE is the lowest consistency level and does not guarantee anything more than EC. This also matches our model predictions in Figure 9, where we see that the probability of satisfying RYW for scenario (TB-OO) is lower compared to other cases. In general the results indicate similar trends for the model predictions and real deployment runs, however, we observe some dips for TA/TB-OO as ONE is the lowest consistency level and does not provide a strict guarantee. Even though there are dips for certain values of L, the dips still have at least the high probability value of 90%.

5.2.3 Analysis Results for MR

Figure 10(a) shows the resulting probability of satisfying MR, where the probability is plotted against the issuing latency (L2) between W2 and R3. Again, it seems reasonable that all combinations of consistency levels offer high MR consistency, even with the lowest combination (O,O) that almost achieves a probability of 100%, and QUORUM reads gain more MR consistency than ONE reads. Surprisingly, it appears that the probability only relies on the consistency level of the reads, regardless of that of the concurrent write (W2): (O,O)/(O,Q) and (Q,O)/(Q,Q) with ONE/QUORUM reads have nearly the same probability trend. Note that we do not plot ALL reads because QUORUM reads already provide fairly stable probability of 100%.

Figure 10(c) shows the comparison of TB and TA regarding MR, where for simplicity we only list three lower combinations of consistency levels (with W2’s consistency level increases, scenarios (TB/TA-QQ) will actually offer even higher consistency). Generally, all observations for TB apply to TA, and it seems fair to say that both strategies provide high MR consistency. TA’s overall performance resembles TB’s over issuing latency, but TA provides slightly higher consistency for some points.

Regarding the implementation-based evaluation (Figure 10(b) and (d)), we show the resulting probability of MR-consistent reads against L2 (Figure 5) for deployment runs regarding two strategies. Both the model predictions and deployment runs show high probability of satisfying MR. For the deployment runs, we observe that we get 100% MR consistency as the issuing latency
increases. For TA, the MR consistency fluctuates between 86% and 100%, but converges to 100% as the issuing latency increases. Note that the scenarios where the MR consistency is less than 100% are (OO) and (QO) for both strategies, and their MR consistency percentages are less compared to scenarios (QQ) and (OQ), which is expected.

5.2.4 Analysis Results for CP

Figure 11(a),(c),(e) show the resulting probability of satisfying CP by statistical model checking, where the probability (of R5 and R6 observing an ordered sequence of writes) is plotted against the issuing latency \(L\) between W1 and R5. By fixing the consistency level of writes, we can see how the consistency level of reads affect CP consistency over issuing latency: surprisingly, it appears that lower reads can achieve higher CP consistency. Specifically, \textsc{one} reads curve above \textsc{quorum} reads that curve above \textsc{all} reads in terms of each strategy. The reason is that reads with lower consistency level have lower latency (the interval between issuing time and finishing time for a read request), giving rise to higher chance to observe consecutive writes. Instead, higher latency reads allows more writes to reach the replicas during that interval, resulting in an inconsecutive observation (e.g., one anomaly occurs when R5 returns the value of W1 while R6 reads the value of W4).

We can compare the behaviors of TA and TB w.r.t. the choice of the three consistency levels: compared to TA, TB (1) conforms for \textsc{one} reads, (2) provides strictly higher CP consistency for \textsc{quorum} reads before some issuing latency, and, surprisingly, (3) gains more CP consistency only before some issuing latency for \textsc{all} reads. The reason is that CP aims at guaranteeing an ordered view of writes to the system instead of data freshness (e.g., R5 and R6 fetching W1 and W4 would be a CP-anomaly, though W4 is more recent than W2). Thus, after more and more writes have taken effect at the replicas (as \(L\) increases), TA with \textsc{all} reads is more likely to return the \textit{convergent} value that respects the order.
Figure 11 Probabilities of Satisfying CP by Statistical Model Checking (Left) and by Real Deployment Run (Right).

Note that all scenarios start with lower probability of satisfying CP (e.g., with ONE writes TB can only provide a probability down to 60%) because, when reads and writes are highly concurrent, reads would probably return the values of unordered writes.

Regarding the implementation-based evaluation (Figure 11(b),(d),(f)), we show the resulting probability of CP-consistent reads against $L$ (Figure 6) for deployment runs regarding two strategies. The results indicate similar trends for the model predictions and real deployment runs. Both the model predictions and deployment runs show high probability of satisfying CP as the issuing latency $L$ increases. For lower values of $L$, we observe CP consistency values between 60% and 80%, and, as $L$ increases, the CP consistency value also increases to 70%–90%, gradually converging to 100%.
5.2.5 Analysis Results for CC

Figure 12(a) shows the resulting probability of satisfying CC, where the probability (of R5 returning the value of W4 provided R3 reads the value of W2) is plotted against the issuing latency \( L \) between W1 and R3. It is reasonable that all combinations of consistency levels achieve high CC consistency, even with the lowest combination \((0, 0)\) that provides a probability around 90%, and reads with higher consistency level gain more CC consistency (e.g., scenario (TB-OA) curves above scenario (TB-OQ) that curves above scenario (TB-QO/OO)). It is also straightforward to see that, with the consistency level of the preceding write (W4) from the same client increases, more consistency will be achieved (e.g., scenario (TB-QO) curves above scenario (TB-OO)). Note that all scenarios except (TB-OA) start with a probability of 100%, and gradually drop down and stabilize at a lower probability. The reason is that with a lower issuing latency there are fewer chances for R3 to read the value of W2 (if R3 does not return the value of W2, no causality will arise between these two operations) and therefore any value returned by R5 is considered to be CC-consistent; with an increasing issuing latency, R3 will be more likely to fetch the value of W2, which leaves the combination of consistency levels of W4 and R5 to be the only factor to affect the consistency (that also explains why the probability of satisfying CC stays fairly stable after some point).

Figure 12(c) shows the comparison of TB and TA in terms of CC, where for simplicity we only list three lower combinations of consistency levels due to the fact “R5 + W4 > RF”. Both strategies achieve high CC consistency, and overlap for the combinations \((0, 0)\) and \((0, Q)\). Regarding \((0, Q)\), TA’s performance resembles TB’s over issuing latency, and both surpass each other slightly for some points.

Regarding the implementation-based evaluation (Figure 12(b) and (d)), we show the resulting probability of CC-consistent reads against \( L \) (Figure 7) for deployment runs regarding two strategies.
Both the model predictions and deployment runs show high probability of satisfying CC. For the model predictions, we observe that (TA-OO) and (TB-OO) have the lowest CC-consistency values around 90%, which is expected and also matches with our observations from the real deployment runs. In general, we observe that we get 90% - 100% CC-consistent reads, independent of the issuing latency.

5.2.6 Summary and Comparison

Our Cassandra model actually achieves much higher consistency (up to SC) than the promised EC, with QUORUM reads sufficient to provide up to 100% consistency in almost all scenarios. Comparing TA and TB, it seems fair to say that TA is not a competitive design alternative to TB in terms of the consistency models considered in this paper except CP, even though TA behaves close to TB in most cases; regarding CP, TA surpasses TB with ALL reads during a certain interval of issuing latency. 

Our model, including the alternative design, is less than 1000 lines of code and the time to compute the probabilities for the consistency guarantees is 15 minutes (worst-case) on a 2.9 GHz Intel 4-Core i7-3520M CPU with 3.7 GB memory. The upper bound for model runtime depends on the confidence level of our statistical model checker (99% confidence level for all our experiments).

Both the model predictions and implementation-based evaluations reach the same conclusion: Cassandra provides much higher consistency than the promised EC, and TA does not improve consistency compared to TB in terms of the consistency models considered in this paper except for CP where TA provides higher consistency than TB with ALL reads during a certain interval of issuing latency. Note that the actual probability values from both sides might differ due to factors like hard-to-match experimental configurations, the inherent difference between statistical model checking and implementation-based evaluation\(^\text{10}\), and processing delay at client/server side that our model does not include. However, the important observation is that the resulting trends from both sides are similar, leading to the same conclusions w.r.t. consistency measurements and strategy comparison.

Note that our experiments did not focus on the performance aspects of the TA and TB approaches in Cassandra. Our goal in this paper is to show that results derived from model-checking (using our model) agree reasonably well with experimental reality, e.g., see the comparisons and matches between our implementation results and the model results. The paper shows that this agreement holds true as far as various consistency models are concerned, and even if one changes how timestamps are used in responding to queries (comparing TA and TB).

6 Related Work

6.1 Model-based Performance Analysis of NoSQL stores

The work in [31] presents a queueing Petri net model of Cassandra parameterized by benchmarking only one server. The model is scaled to represent the characteristics of read workloads for different replication strategies and cluster sizes. Regarding performance, only response times and throughput are considered. The work in [20] benchmarks three NoSQL databases, namely Cassandra, MongoDB and HBase, by throughput and operation latency. Two simple high-level

\(^\text{10}\) In general, implementation-based evaluation is based on a single trace of tens of thousands of operations (e.g., each YCSB client in our experiments performs 20,000 operations), while statistical model checking is based on sampling tens of thousands of Monte-Carlo simulations of several operations (that can be considered as a segment of the trace) up to a certain statistical confidence (e.g., our statistical model checking runs 40,000 Monte-Carlo simulations for the experimental scenario of CP which has only six operations).
queuing network models are presented that are able to capture those performance characteristics. Compared to both, our probabilistic model embodies the major components and features of Cassandra, and serves as the basis of statistical analysis of consistency with multiple clients and servers. Our model is also shown to be able to measure and predict new strategy designs by both statistical model checking and by checking the conformance of the model checking results with the code-based evaluation. Other recent work on model-based performance analysis includes [7], which applies multi-formalism modeling approach to the Apache Hive query language for NoSQL databases.

6.2 Experimental Consistency Benchmarking in NoSQL stores

The work in [32, 40, 10] proposes active and passive consistency benchmarking approaches for distributed NoSQL key-value stores, where operation logs are analyzed to find consistency violations. While these papers focus on consistency benchmarking using synthetic traces (e.g., generated using YCSB), the authors in [29] perform the first consistency benchmarking study of a large-scale production system (Facebook TAO system). YCSB+T [17] benchmarks isolation guarantees for NoSQL transactional databases, while the authors in [6] developed a benchmarking suite for interactive social networking applications running on top of NoSQL databases. The work in [5] proposes probabilistic notions of consistency to predict the data staleness, and uses Monte-Carlo simulations to explore the trade-off between latency and consistency in Dynamo-style partial quorum systems. Their focus is more on developing the theory of consistency models. However, we focus on building a probabilistic model for a key-value store like Cassandra itself, and our objective is to compare the consistency benchmarking results with the model-based predictions from our statistical model checking.

6.3 Rewriting Logic-based Analysis of Cloud Computing Systems

The work in [26] presents a formal model of the popular distributed key-value store Cassandra, and formally analyzes different consistency properties using Maude from a qualitative perspective. The work in [24] looks into the consistency issue for Cassandra only in terms of SC and RYW from a quantitative, statistical model checking perspective. This paper extends the previous results by providing quantitative analysis of three new consistency models: monotonic reads, consistent prefix and causal consistency. There is other recent work on rewriting logic-based analysis of cloud computing systems, including, e.g., [25], which formalizes RAMP transactions and their extensions and optimizations in rewriting logic and performs model checking verification of key properties using the Maude tool; [21, 22], which uses Maude and Real-Time Maude to define a formal model of Google’s widely-replicated data store Megastore (a hybrid between a NoSQL store and a relational database) and to develop an extension of Megastore. These models were simulated for QoS estimation and model checked for functional correctness; [36], which formally models and analyzes availability properties of a ZooKeeper-based group key management service; [18], which proposes and analyzes DoS resilience mechanisms for cloud-based systems; [42], which gives formal semantics to the KLAIM language and uses it to specify and analyze cloud-based architectures.

7 Conclusion

Our main focus in this paper has been twofold: (i) to predict what consistency properties Cassandra can provide in actual practice by using statistical model checking; and (ii) to demonstrate the predictive power of our model-based approach in key-value store design by comparing statistical
model checking predictions with implementation-based evaluations. Our analysis is based on a formal probabilistic model of Cassandra. To the best of our knowledge, we are the first to develop such a formal model. The purpose of the alternative design was two-fold. First, we wanted to see if the alternative approach i.e., the Timestamp Agnostic (TA) approach would give better accuracy or not. Second, we also wanted to show that it was easier to try the alternative design with our formal model. This is one of the key benefits of building formal models so that we can quickly try alternative approaches and check their accuracy/performance. Our goal is not to do a systematic performance analysis of TA and TB approaches in Cassandra that would require larger setups not currently feasible for the statistical model checking analysis. Our goal instead is to show that results derived from model-checking (using our model) agree reasonably well with experimental reality, e.g., see the comparisons and matches between our implementation results and the model results. The paper shows that this agreement holds true as far as various consistency models are concerned, and even if one changes how timestamps are used in responding to queries (comparing TA and TB).

In this paper we have only investigated consistency guarantees in a quantitative manner. A natural next step would be to specify and quantify other performance metrics. Depending on the perspective (key-value store providers, users, or application developers), different metrics (e.g., throughput and operation latency) can be used to measure key-value store performance. We also plan to refine our model in order to quantify those metrics. While showing scalability is not the goal of this paper, we wish to do larger scale experiments in the future. There are various resource challenges related to scaling the model checking to larger system sizes (e.g., parallelizing it in the proper way) that we plan to address and solve this in our future work. More broadly, our long-term goal is to develop a library of formally specified executable components embodying the key functionalities of NoSQL key-value stores (not just Cassandra), as well as of distributed transaction systems [25]. We plan to use such components and the formal analysis of their performance to facilitate efficient exploration of the design space for such systems and their compositions with modest levels of effort and increased flexibility.

— References —


25 Si Liu, Peter Csaba Ölveczky, Muntasir Raihan Rahman, Jatin Ganhotra, Indranil Gupta, and José Meseguer. Formal modeling and analysis of RAMP transaction systems. In Suscha Osowski,
Quantitative Analysis of Consistency in NoSQL Key-Value Stores


How Is Your Satellite Doing?
Battery Kinetics with Recharging and Uncertainty

Holger Hermanns¹, Jan Krčál², and Gilles Nies³

¹ Saarland University, Saarland Informatics Campus, Saarbrücken, Germany
http://orcid.org/0000-0002-2766-9615
hermanns@cs.uni-saarland.de
² Saarland University, Saarland Informatics Campus, Saarbrücken, Germany
http://orcid.org/0000-0002-3799-039X
krcaal@cs.uni-saarland.de
³ Saarland University, Saarland Informatics Campus, Saarbrücken, Germany
http://orcid.org/0000-0002-2535-1590
nies@cs.uni-saarland.de

Abstract
The kinetic battery model is a popular model of the dynamic behaviour of a conventional battery, useful to predict or optimize the time until battery depletion. The model however lacks certain obvious aspects of batteries in-the-wild, especially with respect to the effects of random influences and the behaviour when charging up to capacity limits.

This paper considers the kinetic battery model with limited capacity in the context of piecewise constant yet random charging and discharging. We provide exact representations of the battery behaviour wherever possible, and otherwise develop safe approximations that bound the probability distribution of the battery state from above and below. The resulting model enables the time-dependent evaluation of the risk of battery depletion. This is demonstrated in an extensive dependability study of a nano satellite currently orbiting the earth.

1 Introduction

A rechargeable battery is a physical object storing energy. Charging and discharging induces or is the result of chemical reactions inside the battery. Lithium chemistry is the technology of choice and has made rechargeable batteries become the backbone of our modern digital life. Yet, batteries are safety-critical. Wrong usage may imply injuries due to overheating, gas formation or spontaneous combustion. In addition, batteries are an obvious bottleneck for device operation, restricting performance and longevity of wireless operations, as well as journeys of electric vehicles. To understand and manage battery-run operations requires an adequate model of battery state

* This work is supported by the Transregional Collaborative Research Centre SFB/TR 14 AVACS, the 7th EU Framework Program under grant agreements 295261 (MEALS) and 318490 (SENSATION), by the Czech Science Foundation, grant no. P202/12/G061 and by the ERC Advanced Investigators Grant 695614 (POWVER).
How Is Your Satellite Doing? Battery Kinetics with Recharging and Uncertainty

and battery behaviour. Different modelling approaches for predicting battery performance have been proposed [32, 6] based on a model landscape summarised on the left of Figure 1, where each model is known to be an abstraction of its upper neighbour [25, 23].

Detailed explanations of the various models will be given in Section 2. Intuitively, the linear model corresponds to a simple well holding liquid, the charge. This is is the view typically displayed to smart phones users, in the form of a percentage value. The diffusion model treats the distribution of electrical charge between cathode and anode as a continuum, while its first-order approximation, the kinetic battery model, KiBaM, separates the charge in two parts, available charge and bound charge. The latter can be visualised as two wells interconnected by a pipe, as depicted on the right of Figure 1, where only the available charge may be consumed instantaneously, while bound charge is converted into available charge as time passes. Given a constant load, the KiBaM represents the battery state-of-charge (SoC) by two coupled differential equations, one for each well. Unlike the linear model (and the Peukert model), the KiBaM can capture two important real phenomena; the rate capacity effect and the recovery effect. The former effect describes the fact that if continuously discharged, a high discharge rate will cause the battery to provide less energy before depletion than a lower discharge rate. Thus a battery’s effective capacity depends on the rate at which it is discharged. The latter effect stands for the battery recovers to some extent during periods of no or little discharge. Both effects are decisive operational phenomena known across electro-chemical batteries, rooted in their physical layout where the chemical reactions related to charging and discharging span between cathode and anode, and are dis-equilibrating the chemical substrate balance. Indeed, empirical evaluations show that this model provides a good approximation of the battery SoC across various battery types [25, 23].

Our contribution. The original KiBaM does not take capacity limits into consideration, it can thus be interpreted as assuming infinite capacity. Reality is unfortunately different. When studying the KiBaM operating with capacity limits, it becomes apparent that charging and discharging are not dual to each other, simply because a full battery keeps operating, in contrast to an empty one. However, opposite to the discharging process, the charging process near capacity limits has not received dedicated attention in the literature. That problem is attacked in the present paper.

Although directly expressible as a function of time, the behaviour at capacity limits cannot be computed exactly. For this scenario we therefore resort to under- and over-approximating state of charge (SoC) evolutions, that serve as upper and lower bounds of the exact SoC evolution.

Furthermore, statistical results obtained by experimenting with real off-the-shelf batteries suggest considerable variances in actual performance [7], likely rooted in manufacturing and wear differences. This observation asks for a stochastic re-interpretation of the classical KiBaM to take the statistically observed SoC spread into account on the model level, and this is what the present paper develops – in a setting with capacity limits, charging and discharging. It views the KiBaM as a transformer of the continuous probability distribution describing the SoC at any real time.
point, thereby also supporting uncertainty and noise in the load process.

The stochastic re-interpretation and the extension by capacity limits in combination, allow us to derive SoC distributions that bound the actual distribution of the SoC from above and below in a safe way. These bounding distributions can be used to determine an interval enclosing the cumulative risk of battery depletion for any given time point.

We apply this approach to an in-depth case study of the Danish nano satellite GOMX–1 currently orbiting the earth in low orbit [20]. From the satellite’s hardware specification and extensive in-flight telemetry logs provided by its manufacturer GomSpace, a probabilistic workload model is derived and superposed with a periodic deterministic charging load, representing the infed from on-board solar panels. Our technique then enables us to perform an effective quantitative analysis of the satellite’s power budget, with a particular focus on the battery depletion risk over large mission times. The interplay of the resulting battery model and the imposed load can be viewed as a particular stochastic hybrid system [1, 3, 4, 8, 12, 37], developed here without discretising time. We have found that general purpose tools for this problem domain [36, 17, 43] are at present not capable to provide such answers, as we will explain.

The genuine contributions of the paper are:
(i) The interpretation of the KiBaM as a transformer of SoC distributions,
(ii) developed without discretising time,
(iii) considering both charging and discharging in the context of capacity limits,
(iv) using under- and over-approximations where needed to get correctness guarantees,
(v) applied in the power budget analysis of a low-earth orbiting nano satellite.

Related work. Haverkort and Jongerden [23] review broad research on various battery models of different natures, ranging from electro-chemical models, electrical circuit models, stochastic models to analytical models. The conclusion is very plain: The most accurate models are the electro-chemical ones, although their usage requires expert knowledge about batteries. For integration with a workload model to carry out performance analysis, analytical models are best suited as they allow for analytical expressions of the battery lifetimes under a load process, while still capturing the most important non-linear effects of real batteries.

They particularly discuss stochastic battery models [33, 10] which view the KiBaM for a given load as a stochastic process, unlike our (more accurate) view as a deterministic transformer of the randomized initial conditions of the battery. Furthermore, in this survey, the problem of charging up to capacity limits does not get dedicated attention.

Battery capacity has been addressed only by Boker et al. [5]. They considered a discretized, unbounded KiBaM together with a possibly non-deterministic and cyclic load process, synthesizing initial capacity requirements to power the process safely. Hence, capacity is here understood as an over-dimensioned initial condition and not as a truly limiting charging bound.

Random loads on a battery, generated by a continuous-time Markov chain, have been previously studied by Cloth et al. [10]. Their setting cannot be easily extended by charging since they view the available and bound charge levels as two types of accumulated reward in a reward-inhomogeneous continuous time Markov chain.

An extension of the KiBaM to scheduling has been considered by Jongerden et al. [24]. They compute optimal schedules for multiple batteries in a discretized setting with only discharging. This has been taken up and improved using techniques from the planning domain [14].

Organisation of the paper. Section 2 introduces the original (deterministic, unlimited) kinetic battery model. In Section 3 we view this unlimited KiBaM as a transformer of probability density functions, resulting in a stochastic, unlimited model. Section 4 considers lower and upper capacity
limits for the deterministic model. This development is lifted to the stochastic interpretation in Section 5, arriving at a stochastic and limited model. Section 6 introduces a probabilistic workload model together with algorithms to compute the SoC of a stochastic limited KiBaM under such a workload. In Section 7 we present a discretisation algorithm that allows for efficient and tight approximations of a SoC distribution after being subject to a workload for a certain amount of time. Finally, in Section 8, we demonstrate the efficiency and relevance of our findings by analysing the power budget of a Danish nano satellite currently orbiting the planet.

This paper is a substantially enhanced and extended version of paper [22]. Apart from a more extensive exposition, the enhancements comprise all developments and results concerning over-approximations, a connection to synchronous data flow models, as well as a thorough and detailed description of the nano satellite case.

2 The Kinetic Battery Model

As discussed in Section 1, batteries in-the-wild exhibit two non-linear effects widely considered to be the most important ones to capture: the rate capacity effect and the recovery effect. In the sequel we introduce the kinetic battery model KiBaM as the simplest model capturing these effects, and place it in the context of other candidates to model a battery, summarized in Figure 1.

The linear model. Also called the ideal battery, this model views a battery as one well of capacity \( \text{cap} \) that is decreased proportionally to a load \( I \) that is imposed on the battery. Thus, the lifetime of a full battery under load \( I \) can naturally be expressed by \( \text{cap}/I \). While easy to handle, the linear battery model neither captures the recovery of batteries nor the rate capacity effect.

Peukert model. An extension of the ideal battery is provided by Peukert’s law. In this, parameters \( a \) and \( b \) characterise the lifetime of a full battery under load \( I \) as \( a/I^b \). For \( a = \text{cap} \) and \( b = 1 \), this corresponds to an ideal battery, although parameters fitted through experiments generally result in \( a \) being a bit smaller than \( \text{cap} \) and \( b \) being slightly larger than 1. Peukert’s law captures the rate capacity effect, but neglects the recovery effect.

The electrochemical-model. Together with its accompanying simulation tool Dualfoil [29], the highly parametrisable electro-chemical battery model is, in its own right, widely considered as the reference “reality” to check the faithfulness and accuracy of other models.

The diffusion model. The diffusion model of Rakhmatov and Vrudhula [25] describes the ion concentration along the width of a battery as a continuous quantity. A full battery exhibits equal concentration along the battery, while a discharge causes a decrease of the concentration near the discharging electrode. This, in turn, causes a gradient that makes the ions diffuse towards the electrode. Thus during periods of rest the ion concentration tends to equalise over the width of a battery, inducing a recovery. During periods of high discharge, the diffusion cannot keep up causing premature depletion; the rate capacity effect. The model allows for analytical expressions for the battery lifetime as well and exhibits a very high degree of precision against the electro-chemical model.

The kinetic battery model. The kinetic battery model (KiBaM) can be viewed as a discretised diffusion model by dividing the stored charge into two parts, the available charge and the bound charge and can actually be proven to be a first-order approximation of the diffusion model. When the battery is strained only the available charge is consumed instantly, while the bound charge is slowly converted to available charge by diffusion. This diffusion between available and bound charge can take place in either direction depending on the amount of both types of energy stored in the battery. Both non-linear effects are captured for the exact same reason as for the diffusion model: the relatively slow conversion of bound charge into available
charge or vice versa. Due to its simplicity and accuracy relative to the more complex diffusion model [23] and therefore also relative to the Dualfoil electro-chemical model simulator, we focus on the kinetic battery model in this paper.

▶ Example 1. We illustrate the evolution of the state of charge of the KiBaM as time passes under the assumption of symmetry of charging and discharging below.

The initially available charge decreases heavily due to the load 400 but the restricted diffusion makes the bound charge decrease only slowly up to time 10; after that the battery undergoes a mild recharge, and so on. At all times the bound charge approaches the available charge by a speed proportional to the difference of the two values.

Coupled differential equations. The KiBaM can be visualized as two wells holding liquid, interconnected by a pipe that represents the diffusion of the two types of charge, as depicted on the right of Figure 1. The available charge well is exposed directly to the load \( I \) and connected to the bound charge well by a pipe of width \( p \). Formally, the KiBaM is characterized by two coupled differential equations

\[
\dot{a}(t) = -I + p \left( \frac{b(t)}{1-c} - \frac{a(t)}{c} \right), \quad \dot{b}(t) = p \left( \frac{a(t)}{c} - \frac{b(t)}{1-c} \right).
\]

Here, the functions \( a(t) \) and \( b(t) \) describe the available and bound charge at time \( t \) respectively, \( \dot{a}(t) \) and \( \dot{b}(t) \) their time derivatives, \( I \) is a load on the battery. We refer to the parameter \( p \) as the diffusion rate between both wells, while parameter \( c \in [0, 1] \) corresponds to the width of the available charge well, and \( 1-c \) is the width of the bound charge well. Intuitively, \( a(t)/c \) and \( b(t)/(1-c) \) are the level of the fluid stored in the available charge well and the bound charge well, respectively. In the following, we take a closer look at the properties of this concrete form of a dynamical system. In the end, this allows us to obtain tailor-made efficient analysis algorithms.

It is possible to derive a solution of the ODEs at time \( t \) when applying load \( I \), for instance by using Laplace transforms. We can express it as a vector valued linear mapping \( K_{t,I} \) taking the initial available and bound charge \( a_0 \) and \( b_0 \) as argument:

\[
K_{t,I} \begin{bmatrix} a_0 \\ b_0 \end{bmatrix} = \begin{bmatrix} q_a \\ q_b \\ r_a \\ r_b \\ s_a \\ s_b \end{bmatrix} \cdot \begin{bmatrix} a_0 \\ b_0 \\ I \end{bmatrix}
\]

where

\[
q_a = (1-c)e^{-kt} + c, \quad r_a = -c e^{-kt} + c, \quad s_a = \frac{(1-c)(e^{-kt} - 1)}{k} - t \cdot c.
\]

and \( q_b = 1 - q_a, r_b = 1 - r_a, s_b = -t - s_a \) and finally \( k = p/(1-c) \). The coefficients \( s_a \) and \( s_b \) of \( I \) do not sum to 1, because the non-zero load \( I \) makes the total power in the battery change. The above definition of \( K_{t,I} \) is a vector valued reformulation of equations found in [28].

As all vectors appearing in this paper are column vectors, we also denote them by semicolon notation \([a; b]\). Furthermore, whenever we compare two vectors, e.g., \([a; b] \leq [a'; b']\), we interpret
the order component-wise. When \([a_0; b_0] \) and \(I\) are clear from context, we denote the SoC \(K_{t,I}[a_0; b_0]\) at time \(t\) also simply by \([a_t; b_t]\).

▶ Example 2. We can use the function \(K\) to obtain the final SoC for our example (for \(k = 1/100, c = 1/2, \) and \(\circ\) denoting function composition) by

\[
K_{45,-35} \circ K_{15,-600} \circ K_{30,-100} \circ K_{10,400}^{[5000;5000]} \approx K_{45,-35}^{[10732;7268]},
\]

and with the last step in more details (denoting \(e^{-\frac{144}{E}}\) by \(E\)),

\[
= \begin{bmatrix}
\frac{1}{2}E + \frac{1}{2} & -\frac{1}{2}E + \frac{1}{2} & 50E - 50 - \frac{44}{E} \\
-\frac{1}{2}E + \frac{1}{2} & \frac{1}{2}E + \frac{1}{2} & 50 - 50E - \frac{44}{E}
\end{bmatrix} \cdot \begin{bmatrix} 10732 \\ 7268 \\ -35 \end{bmatrix} = \begin{bmatrix} -18E + 6480 \\ 18E + 8020 \end{bmatrix} \approx \begin{bmatrix} 9881 \\ 9659 \end{bmatrix}.
\]

The first summands on the last line (with \(E\)) stand for the spread of the values before the recovery effect converges (as \(E \to 0\) for \(t \to \infty\)). The second summands are different due to non-zero load \(I\) causing \(b_t - a_t\) to converge to \(I/k\) (for \(c = 1/2\)).

**Powering a task.** A standard problem in battery modelling and evaluation is to find out whether a task can be performed with a given positive state of charge without depleting the battery, where positive is to be understood componentwise. A task is a pair \((T, I)\) with \(T\) being the task execution time, and \(I\) representing the load, imposed for duration \(T\).

▶ Definition 3 (K-powering a task). For an execution time \(T\) and a load \(I\), we say that a battery with a positive SoC \([a_0; b_0]\) \(K\)-powers a task \((T, I)\) iff \(\forall 0 < t < T : a_t > 0\).

Let us stress that the SoC of the battery evolves in negative numbers in the same way as in positive numbers because the differential equations do not have any explicit bounds. Furthermore, it is not monotonic with respect to time in the conventional sense.

▶ Example 4. In our example, the bound charge is not monotonic on the interval \([10, 40]\), the available charge is not monotonic on \([55, 100]\). However, for instance, on \([40, 55]\), available charge is the first to get above the value 9000 (and never crosses the boundary back down again).

We observe that the KiBaM is monotonic with respect to crossing a boundary \(\kappa\) when both wells start beyond this boundary.

▶ Lemma 5. For any \(I \in \mathbb{R}, \kappa \in \mathbb{R}, \triangleright \in \{<, >\}, [a_0; b_0] \triangleright [ck; (1 - c)\kappa] \) and for \(t \in \mathbb{R}_{> 0}\) such that \(a_t = ck\) we have

- \(b_t \triangleright (1 - c)\kappa\) (available charge is always the first to cross a boundary);
- \(a_T \not\triangleright ck\) for all \(T > t\) (available charge never crosses back for a given load).

Intuitively speaking, the first property states that the available charge is always the first to cross a boundary, the second property states that when the available charge crosses a boundary it never returns back (for a given load).

As a direct consequence of Lemma 5, we can easily find out whether the battery \(K\)-powers a task \((T, I)\) by just observing the SoC at time point \(T\).

▶ Lemma 6. A battery with a positive SoC \([a_0; b_0]\) \(K\)-powers a task \((T, I)\) iff \([a_T; b_T] > [0; 0]\).
3 Random KiBaM

In order to consider the KiBaM as a stochastic object, it appears natural to consider the vector \([a_0; b_0; I]\) as being random. This reflects the perturbations of the load and of the initial SoC of the batteries. The latter is a real phenomenon, rooted in wear and manufacturing variances [9]. We thus assume the initial SoC to be random variables \(A_0, B_0\) jointly distributed according to a density function \(f_0\), while the load on the battery is a random variable \(I\) independent of the SoC, endowed with a probability density function \(g\).

▶ Example 7. Instead of a single (Dirac) SoC, we now consider that the joint density \(f_0\) of the charge is, say, uniform over the area \([4, 6.5] \times [4, 6.5]\) as depicted below.

Here the values of the two-dimensional density are expressed using colours. Using similar plots, we shall illustrate how the SoC distribution evolves as the time passes on this particular example.

Evolution over time. We are interested in the random vector expressing the SoC after some time \(T\) for a constant (but random) load \(I\). This is given by

\[
[A_T; B_T] := K_{T, I}[A_0; B_0].
\]

The core tool for studying the joint density of \([A_T; B_T]\) is the transformation law for random variables, which enables the construction of unknown density functions from known ones if given the relation between the corresponding random variables. Formally, for every \(d\)-dimensional random vector \(X\) and every injective and continuously differentiable function \(g : \mathbb{R}^d \rightarrow \mathbb{R}^d\), we can express the density function of \(Y := g(X)\) at value \(y\) in the range of \(g\) as

\[
f_Y(y) = f_X(g^{-1}(y)) \cdot |\text{det}(J_{g^{-1}}(y))|\]

where \(J_{g^{-1}}(y)\) denotes the Jacobian of \(g^{-1}\) evaluated at \(y\). However, the mapping (2) is not invertible, thus we cannot directly apply the transformation law. Instead, we express the joint density conditioned by the random load \(I\) attaining some arbitrary but fixed value \(i\). For this fixed \(i\), we can exploit the specific structure of the KiBaM to express the transformation using an invertible linear mapping

\[
K_{T, i} \begin{bmatrix} A_0 \\ B_0 \end{bmatrix} = \begin{bmatrix} q_a & r_a \\ q_b & r_b \end{bmatrix} \cdot \begin{bmatrix} A_0 \\ B_0 \end{bmatrix} + \begin{bmatrix} s_a \\ s_b \end{bmatrix} \cdot i.
\]

A straightforward inversion of the mapping results in

\[
K_{T, i}^{-1} \begin{bmatrix} a \\ b \\ i \end{bmatrix} = e^{kT} \begin{bmatrix} r_b & -r_a & r_b s_b - r_a s_a \\ -r_b & q_a & q_b s_a - q_a s_b \end{bmatrix} \cdot \begin{bmatrix} a \\ b \\ i \end{bmatrix}.
\]
Applying (3) we arrive at the joint density of $[A_T; B_T]$ conditioned by $I = i$

$$f_T(a, b | i) = f_0 \left( K^{-1}_{T,i}[a; b] \right) \cdot |e^{kT}|$$

where $|e^{kT}|$ is the determinant of the Jacobian of $K^{-1}_{T,i}$. Interestingly, it is constant in $a$, $b$ and $i$, it only depends on $T$. It is also non-negative for $T \geq 0$ as $k > 0$. Finally we get rid of the conditional $I = i$ by marginalizing the variable $[A_T; B_T]$. Intuitively, this averages the conditional densities over the distribution $g$ of $I$, obtaining thus the following.

▶ Lemma 8. Let $T$ be execution time and $g$ be load density. For an initial SoC $f_0$ over $[A_0; B_0]$ and task $(T, g)$, the joint distribution of $[A_T; B_T]$ is absolutely continuous with density $f_T$ given by

$$f_T(a, b) = e^{kT} \int_{\mathbb{R}^2} f_0 \left( K^{-1}_{T,i}[a; b] \right) \cdot g(i) \, di.$$ 

▶ Example 9. We return to our example assuming the density $g$ of the load being uniform between $[-0.1, 0.1]$. We can compute the SoC of the battery after task $(20, g)$, displayed on the left, and $(60, g)$, displayed on the right. Here, we arbitrarily chose the parameters $c = 0.5$ and $p = 0.002$.

Probability of powering a task. We are now in the position to transfer the problem of powering a task to the stochastic setting. We say that a density $f_0$ is positive if it supports only positive SoCs, i.e. for any $a, b$ such that either $a \leq 0$ or $b \leq 0$ we have $f_0(a, b) = 0$.

▶ Definition 10 (Probability of K-powering a task). For an execution time $T > 0$ and a load density $g$, we say that the battery (with positive initial SoC $f_0$) $K$-powers a task $(T, g)$ with probability (at least) $p > 0$ if

$$\Pr[\forall 0 \leq t \leq T : A_t > 0] \geq p.$$ 

Due to the monotonicity of KiBaM in the sense of Lemma 5, this is equivalent to observing the probability of depletion only at time $T$. From Lemma 8 we obtain the following.

▶ Lemma 11. A battery with SoC $f_0$ $K$-powers with probability $p > 0$ a task $(T, g)$ if and only if

$$\int_{\mathbb{R}^2_a} f_T(a, b) \, da \, db \geq p.$$ 

▶ Example 12. Thanks to the lemma, it suffices to perform the integration on the densities displayed in the previous plots in this running example. The probability to power the tasks $(20, g)$ is 1, for the task $(60, g)$ it is just $\approx 0.968$. 
4 Deterministic Limited KiBaM With Recharging

Both charging and discharging are well supported by the theory developed so far, as charging has occurred in our examples in the form of negative loads. What is not treated in the theory yet is a capacity limit. This however is an obvious real constraint in applications employing rechargeable batteries. To the best of our knowledge, charging in KiBaM while respecting its capacity restrictions has not been addressed even in the deterministic case. Thus, we dedicate this section to developing the deterministic setting first. In the next section, we extend the theory to the randomized setting.

We assume that the battery has capacity $\text{cap}$ divided into capacity $a_{\text{max}} = c \cdot \text{cap}$ of the available charge well and capacity $b_{\text{max}} = (1 - c) \cdot \text{cap}$ of the bound charge well. Charging and discharging are not fully symmetric: A battery with empty available charge can no longer power its task, contrary to a battery with full available charge that continues to operate. We thus need to consider its further charging behaviour.

When the available charge is at its capacity $a_{\text{max}} = c \cdot \text{cap}$ and is still further charged by a sufficiently high charging current, its value stays constant and only the bound charge increases due to diffusion. Hence, for any $t \geq 0$ we have $a(t) = c \cdot \text{cap}$ and thus $\dot{a}(t) = 0$. The equation for the bound charge from (1) is modified to an ODE

$$\dot{b}(t) = p \left( \text{cap} - \frac{b(t)}{1 - c} \right).$$

(1)

Staying at the upper limit. The differential equation above describes the behaviour of the battery at time $t$ only if the incoming current to available charge well is sufficient to compensate the diffusion, i.e. $-I \geq \dot{b}(t)$. Since $I$ is constant and the diffusion is decreasing over time, the charging current is sufficient at all times if and only if it is sufficient at time 0, i.e. $-I \geq \dot{b}(0)$.

For an initial bound charge $b_0$ we define the condition whether the charging current is sufficient by

$$I \leq \bar{I}(b_0) := p \left( \frac{b_0}{1 - c} - \text{cap} \right)$$

(4)

which requires the initial bound charge to be close enough to its capacity so that the charging current overcomes the diffusion.

By solving the ODE (1) and using Inequation (4), we obtain the following result.

Lemma 13. Let $T > 0$ and $b_0$ such that $I \leq \bar{I}(b_0)$. A battery with a SoC $[a_{\text{max}}; b_0]$ reaches after the task $(T, I)$ the state of charge $[a_{\text{max}}; \bar{b}_T(b_0)]$ where

$$\bar{b}_T(b_0) = e^{-ckT}b_0 + (1 - e^{-ckT}) \cdot b_{\text{max}}$$

(5)

and $k$ again stands for $p/(c \cdot (1 - c))$.

We notice that the resulting bound charge evolution $\bar{b}_T(b_0)$ does not further depend on $I$, i.e. one cannot make the battery charge faster by increasing the charging current. Furthermore, for a fixed $b_0$, the curve of $t \mapsto \bar{b}_t(b_0)$ is a negative exponential starting from the point $b_0$ with the full capacity $b_{\text{max}}$ of the bound charge being its limit. Thus, Lemma 13 also reveals that the bound charge in finite time never reaches its capacity and there is no need to describe this situation separately. Finally, we denote analogously by $\mathbf{K}_T[a_0; b_0] = [a_0; \bar{b}_T(b_0)]$ the linear mapping describing the behaviour at the upper limit.
Hitting the upper limit. When charging with a given constant load $I$, we have two modes of behaviour of the battery:

(i) before the available charge hits $a_{\text{max}}$ and
(ii) after it hits (and stays at) $a_{\text{max}}$.

The remaining question is when it hits that capacity limit. For a given initial state $[a_0; b_0] < [a_{\text{max}}; b_{\text{max}}]$ and a load $I$, this amounts to finding $\hat{t} \in \mathbb{R}_{>0}$ such that $a_{\hat{t}} = a_{\text{max}}$. This induces that the following equation can be derived from $K_{T,I}[a_0; b_0]$,

$$u \cdot e^{-\hat{t} I} + v \cdot \hat{t} + w = a_{\text{max}}$$

where $u = a_0 (1 - c) - b_0 c + (c + 1) \cdot I/k$, $v = -I c$, and $w = a_{\text{max}} - a_0 c - b_0 c - (1 - c) \cdot I/k$. In this equation, $\hat{t}$ appears in an exponential as well as in a linear term. This is characteristic for a non-elementary function $W$ called product logarithm which can express the solution as

$$\hat{t} = -W\left(\frac{u}{v} \cdot e^{-\frac{w}{v}}\right) - \frac{w}{v},$$

(6)

The product log function can approximated by numerical methods [11].

Integrating the two modes of behaviour. All the previous building blocks allow us to express easily the SoC of a deterministic KiBaM after powering a given task $(T, I)$ when considering capacity limits. We define it as

$$K_{T,I}^\square[a_0; b_0] : = \begin{cases} K_{T,I}[a_0; b_0] & \text{if } a_0 > 0 \land 0 < a_T \leq a_{\text{max}}, \\ K_{I} \circ K_{T,I}[a_0; b_0] & \text{if } a_0 > 0 \land a_T > a_{\text{max}}, \\ [0; 0] & \text{if } a_0 = 0 \lor 0 \geq a_T. \end{cases}$$

where $\hat{t}$ is the largest solution of (6) and $t = T - \hat{t}$.

The first two cases in $K_{T,I}^\square$ match the behaviour explained earlier thanks to Lemma 5. Whenever the upper limit is hit, it will never be crossed back with the given $I$ and thus also $I$ is sufficient according to (4).

Example 14. If we put a limit of 9000 to the previous scenario, the battery ends up with a slightly smaller charge at time 100. The computation of the final SoC changes only in the interval $[40, 55]$. Here, instead of $K_{15,-600}$, we apply $K_{15,-600}$ for the first $\hat{t} \approx 7.8$ time units, followed by $K_{15-\hat{t}}$.

![Graph showing battery charge over time](image)

Similarly to Section 2, we establish the notion of $K^\square$-powering a task.

Definition 15 ($K^\square$-Powering a task). A battery with a positive SoC $[a_0; b_0]$ $K^\square$-powers a task $(T, I)$ if $\forall 0 < t \leq T : a_t > 0$ where each $[a_t; b_t]$ denotes $K_{T,I}[a_0; b_0]$.

Lemma 16. A battery with a positive SoC $[a_0; b_0]$ $K^\square$-powers a task $(T, I)$ if and only if $K_{T,I}^\square[a_0; b_0] > [0; 0]$. 
Computing $\mathbf{K}^\square$ efficiently. The problematic part in computing $\mathbf{K}^\square$ is the case $a_t > a_{\text{max}}$ when the upper limit is reached at time $t < T$; we cannot express such time $t$ exactly. This case also disallows exact closed-form expressions in the next section where we address the limited KiBaM with randomness. For these reasons we introduce under- and over-approximations of the SoC using simple closed-form expressions. These approximations are employed in Sections 5 to 7 to obtain elegant expressions and also efficient algorithms.

Over-approximation: We circumvent the computation of the time point $\bar{t}$ by moving it to time 0, i.e. to the beginning of the time interval. We assume that the available charge attains $a_{\text{max}}$ during the whole time interval and the bound charge evolves all the time as captured by $\mathbf{K}_t$.

Under-approximation: Dually, we move the time point $\bar{t}$ to time $T$, i.e. to the end of the time interval. We assume that the charging current has such value $I^-$ (which is a weaker charging current than $I$) that causes the available charge to reach $a_{\text{max}}$ exactly at the end of the interval. The battery thus evolves all the time as captured by $\mathbf{K}_{t,\bar{t}_-}$. Expressing $I^-$ is discussed below.

Example 17. Let us illustrate both approximations on the same situation as in Example 14. For the under-approximation (on the left), in the interval $[40, 55]$, we apply $I^- \approx -432.5$ instead of $I = -600$ so that the available charge reaches 9000 exactly at $t = 55$. From here on, the SoC is in both components lower than the SoC from the previous figure.

For the over-approximation (on the right), in the interval $[40, 55]$, we intuitively apply a load $I \rightarrow -\infty$ so that the available charge reaches 9000 exactly at $t = 40$. Since the diffusion is finite, the available charge stays at its limit until $t = 55$ while the bound charge evolves according to $\mathbf{K}$. From this point on, the SoC is in both components higher than the SoC from the previous figure.

Finally, we need a closed-form solution to the following problem: From an initial SoC $[a;b]$, we want to reach using $\mathbf{K}$ a certain target level of available charge $\bar{a}$ exactly at time $T$; which current $I$ achieves this? (For the under-approximation above, we instantiate the problem with $\bar{a} = a_{\text{max}}$.)

Formally, we need to find $I$ such that the first component of $\mathbf{K}_{T,I}[a;b]$ equals $\bar{a}$. The resulting current will be denoted by $I^-_\bar{a}[a;b]$. Later, we also need the solution of the same problem for $\mathbf{K}$'s inverse operator $\mathbf{K}^{-1}$. In this case the question is: From an initial available charge level $\bar{a}$, which current $I$ is necessary to exactly reach a SoC $[a;b]$ at time $T$? More precisely, find $I$ such that the first component of $\mathbf{K}^{-1}_{T,I}[a;b]$ equals $\bar{a}$. We denote the current that solves this problem by $I^+_\bar{a}[a;b]$.

From the above equalities we can derive that these currents are indeed unique, and given by

$$I^-_\bar{a}[a;b] = \frac{\theta_a \cdot a - r_a \cdot b + \bar{a}}{s_a},$$

$$I^+_\bar{a}[a;b] = -\frac{r_b \cdot a + r_a \cdot b + (q_a r_b - r_a q_b) \cdot \bar{a}}{r_a s_b - s_a r_b}.$$
It is now straight-forward to provide operators $\mathcal{K}^\square_{t,i}$ and $\overline{\mathcal{K}}^\square_{t,i}$ that formally characterize the under- and over-approximations from above.

\[
\begin{align*}
\mathcal{K}^\square_{t,i}[a_0; b_0] := \\
\begin{cases}
\mathcal{K}_{t,i}[a_0; b_0] & \text{if } a_0, a_t > 0 \land a_t \leq a_{\text{max}}, \\
\mathcal{K}_{t,i}[a_0; b_0] & \text{if } a_0, a_t > 0 \land a_t > a_{\text{max}}, \\
[0; 0] & \text{if } a_0 \leq 0 \lor a_t \leq 0.
\end{cases}
\end{align*}
\]

\[
\overline{\mathcal{K}}^\square_{t,i}[a_0; b_0] := \\
\begin{cases}
\overline{\mathcal{K}}_{t,i}[a_0; b_0] & \text{if } a_0, a_t > 0 \land a_t \leq a_{\text{max}}, \\
\overline{\mathcal{K}}_{t,i}[a_0; b_0] & \text{if } a_0, a_t > 0 \land a_t > a_{\text{max}}, \\
[0; 0] & \text{if } a_0 \leq 0 \lor a_t \leq 0.
\end{cases}
\]

$\mathcal{K}^\square_{t,i}$ and $\overline{\mathcal{K}}^\square_{t,i}$ are indeed under- and over-approximation of the exact SoC evolution $\mathcal{K}$ in the following sense.

**Lemma 18.** For any SoCs $[a; b]$ and $T > 0$ and $I > 0$, we have

\[
\mathcal{K}^\square_{T,I}[a; b] \leq \mathcal{K}^\square_{T,I}[a_0; b_0] \leq \overline{\mathcal{K}}^\square_{T,I}[a; b].
\]

## 5 Random Limited KiBaM With Recharging

We now return our attention to the challenge of random KiBaM, enriched by capacity limits. We thus assume that the random variables $A_t$ and $B_t$ evolve according to $\mathcal{K}^\square_{T,I}$ developed in Section 4.

By overloading notation we change (2) to

\[
[A_t; B_t] := \mathcal{K}^\square_{T,I}[A_0; B_0].
\]

We first observe that the joint distribution of $[A_T; B_T]$ may not be absolutely continuous, because positive probability may accumulate in the point $[0; 0]$ where the battery is empty and on the line $\{[a_{\text{max}}; b] \mid 0 < b < b_{\text{max}}\}$ where the available charge is full. We need a more complex representation of the distribution.

**Definition 19.** A SoC distribution is a triple $⟨f, \tilde{f}, z⟩$ where

- $f$ is a joint density over $[0, a_{\text{max}}] \times [0, b_{\text{max}}]$, (the distribution in the “inner” area)
- $\tilde{f}$ is a density over $[a_{\text{max}}] \times [0, b_{\text{max}}]$, (bound charge distribution along the capacity limit)
- $z \in [0, 1]$, (the cumulative probability of depletion)

We say that a SoC distribution $⟨f_t, \tilde{f}_t, z_t⟩$ represents random variables $[A_t; B_t]$ if for any measurable $X \subseteq \mathbb{R} \times \mathbb{R}$ we have

\[
\Pr[[A_t; B_t] \in X] = \int \int f_t(a, b) \, da \, db + \int \tilde{f}_t(b) \, db + z_t 1_{[0,0] \in X}
\]

where $1_\varphi$ denotes the indicator function of a condition $\varphi$.

Similarly to Section 3, we assume random load $I$ described by a probability density function $g$. For random initial SoC $[A_0; B_0]$ represented by a SoC distribution $⟨f_0, f_0, z_0⟩$ and a given task $(T, g)$ we aim at expressing the resulting SoC $[A_T; B_T]$ using a SoC distribution $⟨f_T, \tilde{f}_T, z_T⟩$.

To be able to express the distribution as integrals over simple closed-form expressions, we resort to under- and over-approximations of the SoC. We will work with $[d]$ and $[d]$ as notations for upper, respectively lower bounding SoC distributions, where $d$ abbreviates the three components of the triple $⟨f_T, \tilde{f}_T, z_T⟩$ (i.e. $[f_T, \tilde{f}_T, z_T]$ and $[f_T, \tilde{f}_T, z_T]$). To arrive there, we define

\[
[A_T; B_T] := \mathcal{K}^\square_{T,I}[A_0; B_0] \quad \text{and} \quad \overline{A_T; B_T} := \overline{\mathcal{K}}^\square_{T,I}[A_0; B_0]
\]

respectively, that under-approximate and over-approximate $[A_T; B_T]$ in the following sense.
Definition 20. We say that \( \{A_T; B_T\} \) under-approximates \( \{A_T; B_T\} \) at the upper limit if
\[
\Pr[\{A_T; B_T\} \geq [a; b]] = \Pr[\{A_T; B_T\} \geq [a; b]] \quad \text{for any } [a; b] < [a_{\text{max}}; b_{\text{max}}],
\]
\[
\Pr[\{A_T; B_T\} \geq [a_{\text{max}}; b_{\text{max}}]] = \Pr[\{A_T; B_T\} \geq [a_{\text{max}}; b_{\text{max}}]] \quad \text{for any } 0 \leq b \leq b_{\text{max}}.
\]
Analogously, \( \{\overline{A_T}; \overline{B_T}\} \) over-approximates \( \{A_T; B_T\} \) at the upper limit if
\[
\Pr[\{A_T; B_T\} \geq [a; b]] = \Pr[\{\overline{A_T}; \overline{B_T}\} \geq [a; b]] \quad \text{for any } [a; b] < [a_{\text{max}}; b_{\text{max}}],
\]
\[
\Pr[\{A_T; B_T\} \geq [a_{\text{max}}; b_{\text{max}}]] \leq \Pr[\{\overline{A_T}; \overline{B_T}\} \geq [a_{\text{max}}; b_{\text{max}}]] \quad \text{for any } 0 \leq b \leq b_{\text{max}}.
\]

This approach, detailed in the rest of this section, provides upper and lower bounds on the risk of battery depletion due to the monotonicity established in Lemma 28.

Behaviour below the upper limit (defining \( f_T \) and \( z_T \)). We first define a joint density \( f_T \) over \( [-\infty, a_{\text{max}}] \times [-\infty, b_{\text{max}}] \) that exactly describes the behaviour below the upper limit while ignoring the lower limit. This allows us to define
\[
f_T(a, b) := f_T(a, b), \quad \text{and} \quad z_T := \int_{b_{\text{max}}}^{b} f_T(a, b) \, da \, db.
\]

Note that for this case both, under- and over-approximation, behave equally, as indicated in Definition 20.

The intricate part in expressing \( f_T \) is to describe how the SoC evolves away from the upper limit to the area below the upper limit when the level of available charge is decreasing. For each SoC \( [a'; b'] \) below the upper limit we need to find out what SoC of the form \([a_{\text{max}}; b]\) under what load \( i \) (such that \( i > \overline{I}(b) \)) would evolve in time \( T \) exactly into \([a'; b']\), i.e. \( K_{T,i}^{-1}[a'; b'] = [a_{\text{max}}; b] \).

By definition, this is the case when using load \( I_{a_{\text{max}}}^{-1}[a'; b'] \) which results in a bound charge \( b = B_{a_{\text{max}}}^{-1}[a'; b'] \). The Jacobian determinant of the map \([a; b] \mapsto [B_{a_{\text{max}}}; I_{a_{\text{max}}}^{-1}] \) is easily derived to be \( 1/(r_a s_b - s_a r_b) \) and is constant in the SoC and the load.

Finally, we can express the joint density \( f_T \) for any \( a < a_{\text{max}} \) and \( b < b_{\text{max}} \) as
\[
f_T(a, b) = f_0(B_{a_{\text{max}}}^{-1}) \cdot \frac{1}{r_a s_b - s_a r_b} \cdot g(I_{a_{\text{max}}}) + e^{kT} \int_{-\infty}^{b_{\text{max}}} f_0(K_{T,i}^{-1}[a; b]) \cdot g(i) \, di.
\]

The second summand in (9) comes from the density \( f_0 \) of the inner area by the standard unlimited KiBaM. Ranging over all loads \( i \), it integrates the density \( f_0 \) of such points \([a; b]\) that satisfy \( K_{T,i}[a; b] = [a; b] \), i.e. \([a; b] = K_{T,i}^{-1}[a; b] \). Lemma 5 again guarantees that no limits are crossed in the meantime. The first summand comes from \( f_0 \), due to discharging the battery down from the capacity limit as discussed above.

Behaviour on the upper limit (defining \( \tilde{f}_T \)). As indicated in Definition 20, we resort for the upper limit to approximations of the charge.

Under-approximation: We define the under-approximation of the density for \( 0 \leq b \leq b_{\text{max}} \) by
\[
\tilde{f}_T(b) = \tilde{f}_0(b^{-1}) \cdot G(\overline{I}(b^{-1})) \cdot e^{kT} + \int_{-\infty}^{b_{\text{max}}} f_0(a, B_a^{-}) \cdot G(I_a^{-}) \, da \cdot \frac{-s_a}{r_a s_b - s_a r_b}.
\]
Let us go through this expression line by line.

In the first summand (10), \( \tilde{b}^{-1} \) is such that \( K_T[a_{\max}; \tilde{b}^{-1}] = [a_{\max}; b] \). Thus \( \tilde{b}^{-1} := \tilde{b}^{-1}(b) = e^{ckT} b - (e^{ckT} + 1) \cdot b_{\max} \) where the function \( \tilde{b} \) is defined in Definition 5. This summand is taken into account only for charging currents that cover the diffusion (i.e. \( i \leq I(\tilde{b}^{-1}) \)) so that the battery evolves along the capacity limit as expressed by Lemma 13. The integration over this range of loads can be directly expressed using the cumulative density function (cdf) \( G \) of the load. Technically, we again apply the transformation law for random variables.

By the second summand (11), we address the case where the diffusion in the state \([a_{\max}; b]\) is stronger than the charging current. The available charge thus leaves its limit in the beginning. Let us assume that before time \( T \) it again hits the upper capacity in some state \([a_{\max}; b']\). We are not able to express \( b' \) using a closed-form expression over \([a, b']\) as discussed in Section 4. As a result, we cannot “move” the density from \( b \) to \( b' \). We thus under-approximate the bound charge by assuming that the available charge hits its upper limit again exactly at time \( T \) by charging the battery with \( I_{a_{\max}}^{-} \) instead, just as shown in Example 17. Let us shortly outline the derivation. The mapping for the transformation law is \( b \mapsto B_{a_{\max}}^{-}[a_{\max}; b] \). Its inverse is simply \( b \mapsto B_{a_{\max}}^{-}[a_{\max}; b] \) with Jacobian determinant \(-s_a/(r_a s_b - s_a r_b)\). The transformation law yields a density at time \( T \) of

\[
\tilde{f}_0(B_{a_{\max}}^{-}[a_{\max}; b]) \cdot \left| -s_a/(r_a s_b - s_a r_b) \right|.
\]

Then we integrate over all charging currents \( i \) that are powerful enough to reach the limit \((i \leq I_{a_{\max}}^{-}[a_{\max}; b])\) yet not too powerful to leave the upper limit in the meantime, i.e. \( i > \tilde{I}(B_{a_{\max}}^{-}[a_{\max}; b]) \). The integral over the resulting range equals \( G(I_{a_{\max}}^{-}) - G(I(B_{a_{\max}}^{-})) \).

The third summand (12) comes from the density \( f_0 \) of the inner area and under-approximates the bound charge similarly to the second summand. If the available charge of the battery reaches its capacity limit before time \( T \), we assume that it reaches exactly at time \( T \) by underestimating the charging current with \( I_{a_{\max}}^{-} \). For the derivation, we define a map \( K_T : [a; b; i] \mapsto [a; B_{a_{\max}}^{-}[a_{\max}; b]; i] \) (it is an identity in the first and the third component to be injective) and apply the transformation law of random variables. The inverse \( K_T^{-1} \) and its Jacobian determinant is

\[
K_T^{-1} : [a; b; i] \mapsto [a; B_{a_{\max}}^{-}[a_{\max}; b]; i] \quad \text{and} \quad \text{det} J_{K_T^{-1}} = -s_a/(r_a s_b - s_a r_b).
\]

The density \( h_T \) over the co-domain of \( K_T \) is obtained by the transformation law as

\[
h_T[a; b; i] = h_0(K_T^{-1}[a; b; i]) \cdot \left| -s_a \over r_a s_b - s_a r_b \right| = f_0(a, B_{a_{\max}}^{-}[a_{\max}; b]) \cdot g(i) \cdot \left| -s_a \over r_a s_b - s_a r_b \right|
\]

where the density \( h_0 \) equals a product of the densities \( f_0 \) and \( g \) because of independence of \( \text{SoC} \) \([a; b]\) and load \( i \). Marginalizing away \( a \) and \( i \) (using \( G(I_a^{-}) \) to integrate over all currents necessary to reach the upper limit) gives us the subdensity from the third summand.

**Over-approximation:** The over-approximation bases on similar building blocks and equals:

\[
\tilde{f}_T(b) = \tilde{f}_0(\tilde{b}^{-1}) \cdot G(I_{a_{\max}}^{-}) \cdot e^{ckT} + \int_{-\infty}^{\infty} f_0(a, \tilde{b}^{-1}) \cdot G(I_{a_{\max}}^{-}) \, da \cdot e^{ckT} \quad (13)
\]

The first summand in (13) treats the contribution of the density \( \tilde{f}_0 \) from the point \( \tilde{b}^{-1} \) as defined above. We assume the density evolves as indicated by \( K \) whenever \( K \) would result in \( a_T \geq a_{\max} \) (i.e. if the current is stronger than \( I_{a_{\max}}^{-}[a_{\max}; b^{-1}] \)). This is an over-approximation for the charging currents such that \( I(\tilde{b}^{-1}) < i < I_{a_{\max}}^{-}[a_{\max}; b^{-1}] \), i.e. for charging currents that are not strong enough to stay at \( a_{\max} \) for the whole time but that are stronger than what is needed for \( K \) to return to \( a_{\max} \) at time \( T \).
The second summand in (13) comes from the density $f_0$ of the inner area. Again, whenever $K$ would result in $a_T > a_{\text{max}}$ (i.e., the charging current is stronger than $I_{a_{\text{max}}}^{-}(a; b^{-1})$), we assume that the upper limit is reached immediately and further evolves by $K$, thus justifying the argument $I_{a_{\text{max}}}^{-}$ to appear in the integral. This results in an over-approximation for any such SoC.

The derivation of both summands in principle uses the mapping $[a; b; i] \mapsto [a; b_T(0); i]$ (for the first summand, think of $a$ being the constant $a_{\text{max}}$). The transformation law and marginalizing away $a$ (for the second summand) and $i$ (integration over the corresponding range is again expressed using the cdf $G$) as in the derivations for the under-approximation provide the result.

We finally obtain the following result.

Lemma 21. Let $(T, g)$ be a task, $(f_0, f_T, z_0)$ represent $[A_0; B_0]$ and the induced SoC distributions $[f_T, f_T, z_T]$ and $[f_T, f_T, z_T]$ represent $[A_T; B_T]$ and $[A_T; B_T]$. Then $[A_T; B_T]$ under-approximates $[A_T; B_T]$ and $[A_T; B_T]$ over-approximates $[A_T; B_T]$ at the upper limit.

Example 22. Based on Lemma 21, we can under-approximate the SoC of the random battery from our second running example for battery limits $[0, 10]$. We consider the same tasks, $(20, g)$ on the left and $(60, g)$ on the right.

The bounded area of the joint density $f_T$ is depicted by the largest box. In the small box above we display the density $f_T$ at the capacity limit $a_{\text{max}}$. The numbers above and below are the probabilities of available charge being full and empty, respectively (the color below corresponds to the probability).

Lemma 23 (Probability of $K^{\square}$-powering a task). A battery with SoC distribution $(f_0, f_T, z_0)$ $K^{\square}$-powers with probability $p > 0$ a task $(T, g)$ if and only if $z_T < p$.

6 Markov Task Process

So far, we have only discussed execution of one task with fixed duration and random load. In this section, we give a discrete-time Markov model that randomly generates tasks that we call a Markov task process (MTP). The formalism is closely inspired by stochastic task graph models [34] or data-flow formalisms such as SDF [26] or SADF [38]. In SDF, task durations are deterministic, and thus directly supported in our framework. In SADF, durations are in general governed by discrete probability distributions, which can be translated into our framework at the price of a larger state space. We will briefly explain informally how to translate timed versions of SDF as well as SADF to MTPs, after formally introducing the latter.

Definition 24. A Markov task process (MTP) is a tuple $M = (S, P, \pi, \Delta, g)$ where $S$ is a finite set of tasks, $P : S \times S \rightarrow [0, 1]$ is a transition probability matrix, $\pi$ is an initial probability distribution over $S$, $\Delta : S \rightarrow \mathbb{N} \cup \{0\}$ assigns to each task an positive integer time duration, and $g$ assigns to each task a probability density function of the load.
An example of an MTP is depicted in Figure 2. Intuitively, a Markov task process $M$ together with an initial distribution of the SoC given by $\{f_0, f_0, z_0\}$ behaves as follows. First, an initial SoC $[a_0; b_0]$ of the battery and an initial task $s_0 \in S$ are chosen independently at random according to $\{f_0, f_0, z_0\}$, and $\pi$, respectively. Then, the load $s_0$ in task $s_0$ is picked randomly according to $g(s_0)$. After the battery is strained by the load $i_0$ for $\Delta(s_0)$ time units, the process moves into a random successor task $s_1$ (where any $s_1$ is chosen with probability $P(s_0, s_1)$). Here, the load $i_1$ is randomly chosen and so on.

Formally, $M$ and $\{f_0, f_0, z_0\}$ induce a probability measure $Pr$ over samples of the form $\omega = [(a_0; b_0); (s_k, i_k)_{k=0}^{\infty}]$ where the first component is the initial SoC of the battery and the second component describes an infinite execution of $M$. Here, each $s_j$ is the $j$-th task and $i_j$ is the load that is put on the battery for $\Delta(s_j)$ time units while performing $s_j$. For a given $T \in \mathbb{R}_{\geq 0}$, the SoC of the battery at time $T$ is expressed by random variables $A_T, B_T$ that are for any $\omega = [(a_0; b_0); (s_k, i_k)_{k=0}^{\infty}]$ defined as

$$\begin{bmatrix} A_T(\omega) \\ B_T(\omega) \end{bmatrix} := \begin{bmatrix} K_{\Delta_n, i_n} \circ K_{\Delta_{n-1}, i_{n-1}} \circ \cdots \circ K_{\Delta_0, i_0} \left[ a_0 \right] \\ b_0 \end{bmatrix}$$

where each $\Delta_j$ stands for $\Delta(s_j)$, and $n$ is the minimal number such that the $n$-th task is not finished before $T$, i.e. $\Delta_n > \Delta'$ where $\Delta' := T - \sum_{j=0}^{n-1} \Delta_j$.

**Definition 25.** We say that a battery with a SoC $\langle f_0, f_0, z_0 \rangle$ powers with probability $p > 0$ a system $M$ for time $T$ if

$$Pr[A_T > 0] \geq p.$$  

In order to under-approximate the probability that $M$ is powered for a given time, we need to symbolically express the distribution of

$$\begin{bmatrix} A_T(\omega) \\ B_T(\omega) \end{bmatrix} := \begin{bmatrix} K_{\Delta_n, i_n} \circ K_{\Delta_{n-1}, i_{n-1}} \circ \cdots \circ K_{\Delta_0, i_0} \left[ A_0 \right] \\ B_0 \end{bmatrix}$$

where we just replace $K$ with $\bar{K}$. Analogously, for an over-approximation we use $\bar{K}$ instead.

$$\begin{bmatrix} \bar{A}_T(\omega) \\ \bar{B}_T(\omega) \end{bmatrix} := \begin{bmatrix} \bar{K}_{\Delta_n, i_n} \circ \bar{K}_{\Delta_{n-1}, i_{n-1}} \cdots \circ \bar{K}_{\Delta_0, i_0} \left[ A_0 \right] \\ B_0 \end{bmatrix}.$$  

We present an algorithm that builds upon the previous results.
Expressing the distribution of \([A_T; B_T]\) and \([\overline{A_T}; \overline{B_T}]\). Let us fix an input MTP \(M = (S, P, \pi, \Delta, g)\), SoC distribution \(\langle f_0, f_0, z_0 \rangle\) that represents \([A_0; B_0]\), and time \(T > 0\). We consider the joint distribution of under- / over-approximation of the SoC and the MTP. Intuitively, we split the SoC distribution into under- and over-approximating subdistributions and move them along the paths of \(M\) according to the probabilistic branching of the MTP. We notice that we do not need to explore all exponentially many paths; when two paths visit the same state at the same moment, we can again merge the two subdistributions. This process is formalized by the following graph and a procedure how to propagate the distribution through the graph.

For a given MTP \(M\) we define a directed acyclic graph \((V, E)\) over \(V = S \times \{0, 1, \ldots, [T], T\}\) such that there is an edge from a vertex \((s, t)\) to a vertex \((s', t')\) if \(P(s, s') > 0\), \(t < t'\), and \(t' = \min\{t + \Delta(s), T\}\). Further, let \((V', E')\) be the graph obtained from \((V, E)\) by removing vertices that are not reachable from any \((s, 0)\) with \(\pi(s) > 0\) (see Figure 2).

1. We label each vertex of the form \((s, 0)\) where \(\pi(s) > 0\) by the pair of equal initial subdistributions

\[
[f, \bar{f}, z] := \langle f_0, f_0, z_0 \rangle \cdot \pi(s) \quad \text{and} \quad [f, \bar{f}, z] := \langle f_0, f_0, z_0 \rangle \cdot \pi(s)
\]

where the multiplication is to be understood componentwise.

2. We repeat the following steps as long as possible.

   a. For each vertex \((s, t)\) labeled by \([f, \bar{f}, z]\) and \([f, \bar{f}, z]\), we obtain \([f, \bar{f}, z, \Delta]\) and \([f, \bar{f}, z, \Delta]\) by Lemma 21 for a task \((\Delta, g(s))\) where \(\Delta := \min\{\Delta(s), T - t\}\). Then we label \(\Delta\)-th outgoing edge of \((s, t)\) leading to some \((s', t')\) by

\[
[f^i, \bar{f}^i, z^i] := [f, \bar{f}, z, \Delta] \cdot P(s, s') \quad \text{and} \quad [f^i, \bar{f}^i, z^i] := [f, \bar{f}, z, \Delta] \cdot P(s, s').
\]

   b. For each vertex \((s, t)\) such that its \(k\) ingoing edges are labelled by \([f^i, \bar{f}^i, z^i]\) and \([f^i, \bar{f}^i, z^i]\) for \(i = 1, \ldots, k\), we label \((s, t)\) by

\[
[f, \bar{f}, z] := \sum_{i=1}^{k} [f^i, \bar{f}^i, z^i] \quad \text{and} \quad [f, \bar{f}, z] := \sum_{i=1}^{k} [f^i, \bar{f}^i, z^i]
\]

where the summation is again to be interpreted componentwise.

Finally, let \(i\)-th of all \(n\) vertices of the form \((s, T)\) \(\in V'\) be labelled by \([f, \bar{f}, z]\) and \([f, \bar{f}, z]\). The output distributions that represent \([A_T; B_T]\) and \([\overline{A_T}; \overline{B_T}]\) respectively are

\[
[f_T, \bar{f}_T, z_T] := \sum_{i=1}^{n} [f_i, \bar{f}_i, z_i] \quad \text{and} \quad [f_T, \bar{f}_T, z_T] := \sum_{i=1}^{n} [f_i, \bar{f}_i, z_i].
\]

We naturally arrive at the following theorem.

\textbf{Theorem 26.} A battery with SoC distribution \(\langle f_0, f_0, z_0 \rangle\) \(K\)-powers a system \(M\) for time \(T\) with probability at least \(1 - z_T\) and at most \(1 - z_T\), where \(z_T\) and \(\overline{z}_T\) are the depletion probabilities of the densities representing \([A_T; B_T]\) and \([\overline{A_T}; \overline{B_T}]\), respectively.

This theorem relies on the simple observation that an underapproximation of the SoC is an overapproximation of the depletion probability.

\textbf{Remark (on complexity).} As indicated in the beginning of this section, we do not need to track all exponentially many paths through the MTP up to time \(T\). In fact, in the algorithm above, once we have computed the subdistributions on the left hand side, we can discard the subdistribution on the right hand side of the assignments. Since the task durations \(\Delta\) are natural numbers, the amount of subdistributions we need to track simultaneously is bounded by \(|S| \cdot D\) where \(D\) is the smallest common multiple of all the task durations. \(D\) always exists since all task durations are strictly positive.
Translating timed SDF graphs to equivalent MTPs. As mentioned above, some well known formalisms can be translated to MTPs, among them the timed version of Synchronous Data Flow (SDF) [26] and some Scenario-Aware Data Flow (SADF) [38] flavors. We will demonstrate informally how to translate a timed SDF graph (SDFG) to an equivalent MTP.

SDF is a widely used formalism for modelling and analysing networks of deterministic sequential processes along with their resource budget. Processes, called actors communicate via consuming and producing tokens (data elements) from their incoming and to their outgoing unbounded channels. Whenever an actor is activated it spawns a new active instance. The number of tokens an instance consumes and eventually produces is fixed a priori. The timed version additionally annotates each actor $a$ with a constant execution time $e(a) \in \mathbb{N} \setminus \{0\}$, representing how much time passes between consumption and production of tokens. We furthermore associate a distribution $L(a)$ over loads with each actor $a$ to reason about energy consumption.

The semantics of an SDFG execution is a finite Labelled Transition System (LTS) over its configurations, which can be extended to an MTP on the same state space of configurations with Dirac transitions and additional annotations concerning load and sojourn times.

An SDF configuration records

(i) a vector $v$ representing the number of tokens in each channel,
(ii) a set $\mathcal{A}$ collecting active actor instances $a_i$ of any actor $a$ and
(iii) the residual execution time of each running instance as a map $r$.

Transitions between states are of three natures:

- **start $a$:** A new instance $a_i$ of actor $a$ with $r(a_i) = e(a)$ is added to $\mathcal{A}$, provided the input channels contain enough tokens, which are thereby consumed;
- **end $a$:** An actor instance $a_i$ is removed from $\mathcal{A}$ when its residual execution time $r(a_i)$ is 0. Thereby output tokens are produced according to $a$’s output channels;
- **time $t$:** Under the precondition that no start or end transitions are possible, an amount of time $t$ passes corresponding to the minimum of the residual times, thereby decreasing the residual execution times of every active actor instance accordingly.

The precondition of time-type transitions implies that the LTS is free of nondeterminism between time and start/end transitions. The nondeterminism among start/end transitions is irrelevant thanks to the diamond property. This means that for each state $s$ there is a unique final state $s'$ such that each maximal sequence of start/end transitions from $s$ ends up in $s'$. On each such diamond (set of states reachable from $s$) no time passes, thus it has no effect on the battery. As the first step in defining the MTP, we transform the LTS by collapsing each diamond into its final state. As a result, the LTS becomes deterministic with only time transitions remaining. If the starting state was part of a diamond collapsed to a state $s'$, this state becomes the initial state of the transformed LTS.

The reachable part of the LTS induces an MTP $\mathcal{M} = (S, P, \pi, \Delta, g)$ as follows:

- The state space $S$ is defined as the reachable states of the LTS,
- The initial probability distribution $\pi$ is Dirac in the initial state of the SDFG,
- $\Delta(s)$ for $s \in S$ is the residual time according to the transition of type time leaving $s$.
- $g(s)$ for $s = (v, \mathcal{A}, r) \in S$ is the convolution of the $L(a)$ for each $a_i \in \mathcal{A}$.
- $P(s, s')$ is 1 if there is a time transition from $s$ to $s'$, and 0, otherwise.

SADF extends SDF to discrete execution time distributions and scenarios (with subscenarios probabilistically chosen through discrete-time Markov Chains). An extension of the above is relatively intuitive, but technically involved. However, since the semantics of such SADF graphs under self-timed executions are Timed Probabilistic Systems (TPS) with the diamond property for actions [39], an analogous approach to the above can be formulated.
7 Approximating Random Limited KiBaM With Recharging

After approaching the problems from the theoretical side, we take the practical view in this section. We want to be able to compute the probability to power a system $M$ for a given time $T$ in practice. As this is only possible approximatively, we want to obtain provably correct lower and upper bounds on this probability.

The crucial step in the symbolic algorithm from Section 6 is the following: for a fixed initial SoC distribution $\langle f_0, f_0, z_0 \rangle$, compute the SoC distribution $\langle f_T, f_T, z_T \rangle$ after powering a task $(T, g)$. First, we implemented the symbolic continuous solution developed in Sections 3 and 5 in a high-level computational language Octave. This way, we performed numerical integration only over the resulting complete expression describing the SoC distribution at time $T$. This showed up to be practical only up to sequences of a handful of tasks. Thus, we targeted discretisation of the SoC space and of the load distributions. In contrast to general approaches [35], we are able to give much tighter (a posteriori) error bounds.

The discretisation algorithm. We need to assume that each load distribution $g$ is supported only on a bounded interval. This is no real restriction due to the obvious physical limits of battery load.

The idea is simple. We approximate each SoC distribution over $[0, a_{\text{max}}] \times [0, b_{\text{max}}]$ by a discrete distribution $\mu$ over a regular grid $[0, \delta, 2\delta, \ldots, a_{\text{max}}] \times [0, \delta, 2\delta, \ldots, b_{\text{max}}]$, for any fixed $\delta > 0$ that divides the maximum capacities $a_{\text{max}}$ and $b_{\text{max}}$ into $K := a_{\text{max}}/\delta$ and $L := b_{\text{max}}/\delta$ steps.\footnote{Here we assume that $c$ is rational thus allowing to find arbitrarily small such $\delta > 0$. This is assumed purely for presentation purposes, as for the under-approximation the capacity limits can be arbitrarily decreased; for the over-approximation analogously increased.}

For a fixed initial SoC distribution $\mu$ and task $(T, g)$, we define an under-approximated target distribution $\underline{\mu}$ and an over-approximated target distribution $\overline{\mu}$ for each point $[k\delta; l\delta]$ as follows. We first over-approximate and under-approximate the density $g$ by discrete distributions $\overline{g}$ and $\underline{g}$ supported on multiples of $\delta > 0$.\footnote{The over-approximation of the load assigns the integral of $g$ over $[k \cdot \delta; (k + 1) \cdot \delta]$ to the point $k$, the under-approximation to the point $k + 1$.}

\[
\begin{align*}
\underline{\mu}[k\delta; l\delta] &:= \sum_i \underline{g}(i\delta) \cdot \sum \left\{ \mu[k'\delta; l'\delta] \mid K_{\underline{\mu}}[k'\delta; l'\delta] \in [k\delta, (k + 1)\delta] \times [l\delta, (l + 1)\delta] \right\}, \\
\overline{\mu}[k\delta; l\delta] &:= \sum_i \overline{g}(i\delta) \cdot \sum \left\{ \mu[k'\delta; l'\delta] \mid K_{\overline{\mu}}[k'\delta; l'\delta] \in [(k - 1)\delta, k\delta] \times [(l - 1)\delta, l\delta] \right\}.
\end{align*}
\]

Intuitively, in the definition above we apply the deterministic KiBaM operator $K_{\gamma}^2$ to each possible load and round the result to the closest multiples of $\delta$. The results are weighted by the approximation of the load distribution. The direction of the approximation determines the direction of the approximation of $g$, the direction of approximation of the function $K_{\gamma,\delta}^2$, and the direction of rounding the result.

Correctness of the approximations. When plugging the under- and over-approximation of each step for given $\delta$ to the algorithm in Section 6, we obtain the overall algorithm to compute under- and over-approximations $\underline{\mu}_T$ and $\overline{\mu}_T$ of the SoC distribution after powering a given system $M$ for a given time horizon $T > 0$. Let $[A_T^2; B_T^2]$ and $[A_T^2; B_T^2]$ denote random variables distributed according to $\underline{\mu}_T$ and $\overline{\mu}_T$. 


Theorem 27. Let $[A_0; B_0]$ be the initial SoC, represented by $\langle f_0, \bar{f}_0, z_0 \rangle$, $\delta > 0$, $M$ be an MTP and $T > 0$ be a time horizon. For any SoC $[a; b]$ on the grid (i.e. equal to some $[k\delta; \ell\delta]$) we have

$$\Pr[[A_T^T; B_T^T] \geq [a; b]] \leq \Pr[[A_T; B_T] \geq [a; b]] \leq \Pr[[A_T^T; B_T^T] \geq [a; b]].$$

The theorem relies on Lemma 18 and one additional observation. The KiBaM evolution has one fundamental property: for any fixed time and load, it is monotonic with respect to starting SoC.

Lemma 28. For any two SoCs $[a; b], [a'; b']$ as well as $T > 0$ and $I > 0$, we have

$$[a; b] \leq [a'; b'] \implies K_{T,I}^{\oplus} [a; b] \leq K_{T,I}^{\oplus} [a'; b'].$$

This property is crucial for correctness and not found in general systems studied in [35]. It implies that a sequence of under-approximations is still an under-approximation, and dually for over-approximations.

8 The Random KiBaM In Practice

In this section, we apply the results established in the previous sections in a concrete scenario. The problem is inspired by experiments currently being carried out with an earth orbiting nano satellite, the GomX–1 [20].

Satellite. GomX–1 [20] is a Danish two-unit CubeSat mission launched in November 2013 to perform research and experimentation in space related to Software Defined Radio (SDR) with emphasis on receiving ADS-B signals from commercial aircraft over oceanic areas. As a secondary payload the satellite flies a NanoCam C1U color camera for earth observation experimentation. Five sides are covered with NanoPower P110 solar panels, and the power system NanoPower P31u holds a 7.4V Li-Ion battery of capacity 5000 mAh. GomX–1 uses a radio amateur frequency for transmitting telemetry data, making it possible to receive the satellite data with low-cost infrastructure anywhere on earth. The mission is developed in collaboration between GomSpace ApS, DSE Airport Solutions and Aalborg University, financially supported by the Danish National Advanced Technology Foundation. The empirical studies carried out with GomX–1 serve as a source for parameter values and motivate the scenario described in the remainder of the paper. We use the following data collected from extensive in-flight telemetry logs.

- One orbit takes 99 minutes and is nearly polar;
- The battery capacity is $cap = 5000$ mAh;
- During 4 to 7 out of on average 15 orbits per day, communication with the base station takes place. The load induced by communication is roughly 400 mA. The length of the communication depends on the distance of the pass of the satellite to the base station and varies between 5 and 15 minutes;
- In each communication, the satellite can receive instructions on what activities to perform next. This influences the subsequent background load. Three levels of background load dominate the logs, with average loads at 250 mA, 190 mA, and 90 mA. These background loads subsume the power needed for operating the respective activities, together with basic tasks such as sending beacons every 10 seconds;
- Charging happens periodically, and spans around 2/3rd of the orbiting time. Average charge power is 400 mA.

The above empirical observations determine the base line of our modelling efforts, which interprets the statistical data as being of stochastic nature. We make the following assumptions:
We assume constant battery temperature. The factual temperature of the orbiting battery oscillates between \(-8\) and 25 degree Celsius on its outside. There is the (currently unused) on-board option to heat the battery to nearly constant temperature. Using an on-off controller, this would lead to another likely nearly periodic load on the battery, well in the scope of what our model supports.

A constant charge from the solar panels is assumed when exposed to the sun. The factual observed charge slowly decays. This is likely caused by the fact that solar panels operate better at lower temperature (opposite to batteries), but heat up quickly when coming out of eclipse.

We assume a strictly periodic charging behavior. The factual charging follows a more complicated pattern determined by the relative position of sun, earth and satellite. There is no fundamental obstacle to calculate and incorporate that pattern.

We assume a uniform initial charge between 70\% and 90\% of full capacity with identical bound and available charge. Since the satellite needs to be switched off for transportation into space, assuming an equilibrated battery is valid. Being a single experiment, the GomX–1 had a particular initial charge (though unknown). The charge of the orbiting battery can only be observed indirectly, by the voltage sustained.

We assume that the relative distance to a base station is a random quantity, and thus interpret several of the above statistics probabilistically. In reality, the position of the base station for GomX–1 is at a particular fixed location (Aalborg, Denmark). Our approach can either be viewed as a kind of probabilistic abstraction of the relative satellite position and uncertainty of signal transmission, or it can be seen as reflecting that base stations are scattered around the planet. This especially would be a realistic in scenarios where satellite-to-satellite communication is used.

We assume that the satellite has no protection against battery depletion. In reality, the satellite has 2 levels of software protection, activated at voltage levels 7.2 and 6.5, respectively, backed up by a hardware protection activated at 6 V. In these protection modes, various non-mission-critical functionality is switched-off. Despite omitting such power-saving modes, we still obtain conservative guarantees on the probability that the battery powers the satellite.

**Satellite model.** According to the above discussion, the load on the satellite is the superposition of two piecewise constant loads.

- A probabilistic load reflecting the different operation modes, modeled by a Markov task process $\mathcal{M}$ as depicted in Figure 3.
- A strictly periodic charge load alternating between 66 minutes at \(-400\) mA, and the remaining 33 minutes at 0 mA.
One can easily express the charging load as another independent Markov task process (where all probabilities are 1) and consider the sum load generated by these two processes in parallel (methods in Section 6 adapt straightforwardly to this setting).

The KiBaM in our model has following parameters:
- The ratio of the available charge \( c = 1/2 \) (artificially chosen value as parameters fitted by experiments on similar batteries strongly vary [42, 25]);
- The diffusion rate \( p = 0.0006 \) per minute (we decreased the value reported by experiments [25] by a factor of 4 because of the low average temperature in orbit, \( 3.5^\circ \text{C} \), and the influence of the Arrhenius equation [27]).

**Implementation aspects.** Our implementation is done in C++. We used \( K = 1200, 600, 300 \) and 150 for the experiments with the batteries of capacity 5000 mAh, 2500 mAh, 1250 mAh and 625 mAh, respectively to guarantee equal relative precision. All the experiments have been performed on a machine equipped with an Intel Core i5-2520M CPU @ 2.50GHz and 4GB RAM. All values occuring are represented and calculated with standard IEEE 754 double-precision binary floating-point format except for the values related to the battery being depleted where we use arbitrary precision arithmetic (as this number keeps accumulating grid values that are of much lower order of magnitude). The number of subdistributions that must be kept track of simultaneously, turned out to be no larger than 54.

**Model evaluation.** We performed various experiments with this model, to explore the random KiBaM technology. We here report on five distinct evaluations, demonstrating that valuable insight into the model can be obtained.

1. The 5000 mAh battery in the real satellite is known to be over-dimensioned. Our aim was to find out how much. Hence, we performed a sequence of experiments, decreasing the size of the battery exponentially. The results (of the safe under-approximation) are displayed and explained in Figure 4. We found out that 1/4 of the capacity still provides sufficient guarantees (since the depletion risk calculated is in the order of \( 10^{-10} \)) to power the satellite for 1 year while 1/8 of the capacity, 625 mAh, does not. The following table compares the under- and over-approximations.

<table>
<thead>
<tr>
<th>capacity (mAh)</th>
<th>5000</th>
<th>2500</th>
<th>1250</th>
<th>625</th>
</tr>
</thead>
<tbody>
<tr>
<td>under-approximation of ( \Pr[\text{depletion}] )</td>
<td>( 9.61 \times 10^{-96} )</td>
<td>( 4.69 \times 10^{-43} )</td>
<td>( 1.01 \times 10^{-15} )</td>
<td>0.00122</td>
</tr>
<tr>
<td>over-approximation of ( \Pr[\text{depletion}] )</td>
<td>( 1.66 \times 10^{-63} )</td>
<td>( 6.58 \times 10^{-31} )</td>
<td>( 1.73 \times 10^{-10} )</td>
<td>0.03653</td>
</tr>
</tbody>
</table>

The approximations thus compute the real probability of depletion up to very small absolute errors ranging from \( 10^{-63} \) for the 5000 mAh battery to 0.03531 for the 625 mAh battery.

2. We compared our results with a simple linear battery model of the same capacity. This linear model is not uncommon in the satellite domain, it has for instance been used in the **Envisat** and **CryoSat** missions [18]. We obtain the following probabilities for battery depletion:

<table>
<thead>
<tr>
<th>capacity (mAh)</th>
<th>5000</th>
<th>625</th>
</tr>
</thead>
<tbody>
<tr>
<td>under-approximation of ( \Pr[\text{depletion}] )</td>
<td>( 1.76 \times 10^{-144} )</td>
<td>( 8.53 \times 10^{-16} )</td>
</tr>
<tr>
<td>over-approximation of ( \Pr[\text{depletion}] )</td>
<td>( 1.86 \times 10^{-84} )</td>
<td>( 2.94 \times 10^{-8} )</td>
</tr>
</tbody>
</table>

3. The linear model can be emulated using a KiBaM with diffusion rate \( p \to \infty \). This has the effect that available and bound charge wells behave equally and thus deplete at the same time. To compute the numbers we used the same algorithm and discretisation constants \( \delta, \delta_y \) as for the corresponding KiBaM of the same size.
Figure 4 SoC under-approximation for different sizes of the satellite's battery after 1 year. The leftmost SoC is with the original battery capacity, 5000 mAh. In each further plot, the battery capacity is halved, i.e. 2500 mAh, 1250 mAh, and 625 mAh. Note that all the densities are depicted on the logarithmic scale (ticks in the colorbar stand for the order of magnitude). We observe that only the smallest battery does not give sufficient guarantees. Its probability of depletion after 1 year is $0.0365$; the probability decreases to $1.7 \cdot 10^{-10}$ already for the 1250 mAh battery. The smaller the battery, the more crucial is the distinction of available and bound charge as a larger area of the plots is filled with non-trivial density.

*Actually it is after 364 days, as this is in the middle of the charging phase. After 365 days the satellite is in eclipse and no density is exhibited along the upper limit.*

Figure 5 Load noise. SoC under-approximation of the 1 year run using the 1250 mAh battery with Dirac loads (left) and with noisy loads (right). We used Gaussian noise with standard deviation $5.6 \cdot 10^{-10}$.

Figure 6 Number of solar panels. Top: The over-approximation of the full 5000 mAh battery with 9, 8, 7, and 6 solar panels. Bottom: The respective under-approximations on the same colorscale. Again, the ticks of the colorscale represent the order of magnitude of the densities.
The linear model turns out to be surprisingly (and likely unjustifiably) optimistic, especially for the 625 mAh battery.

3. We (computationally) simplified the two experiments above by assuming Dirac loads. To analyze the effect of the white noise, we compared the Dirac loads with the noisy loads, explained earlier, on the 625 mAh battery. As expected, the noise (a) smooths out the distribution a little and (b) pushes a bit more of the distribution to full and empty states, see Figure 5.

4. Our reference satellite is a two-unit satellite, i.e. is built from two cubes, each 10 cm per side. In the current design, 9 of the 10 external sides are covered by solar panels, the remaining one is used for both radio antenna and camera. We thus conducted a robustness analysis with respect to solar infeed, by assuming that 1, 2 and 3 solar panels break down. Figure 6 displays that the satellite can easily deal with 1 defective solar panel. If additional panels fail, the system runs out of energy rapidly with high probability.

5. The random KiBaM does not incorporate battery aging. In general, the degradation of a battery over time depends on many factors, most prominently how the battery was stored, which loads it was subjected to, how deeply it was discharged and at which temperatures it was used. We are not aware of a consensus method of how to model degradation of a Li-ion battery which is influenced by all of these factors. A measurable quantity related to battery age for our case study is the voltage drop when in eclipse. In-orbit measurements show that this voltage drop has worsened by 3% after one year of operation. For comparison purposes, we thus pessimistically assumed a battery with a capacity of only 4850 mAh (97% of 5000 mAh) from the beginning. Compared to the 5000 mAh battery the depletion probabilities are only slightly higher:

<table>
<thead>
<tr>
<th>capacity (mAh)</th>
<th>5000</th>
<th>4850</th>
</tr>
</thead>
<tbody>
<tr>
<td>under-approximation of Pr[depletion]</td>
<td>$9.61 \cdot 10^{-59}$</td>
<td>$1.73 \cdot 10^{-52}$</td>
</tr>
<tr>
<td>over-approximation of Pr[depletion]</td>
<td>$1.66 \cdot 10^{-63}$</td>
<td>$5.58 \cdot 10^{-61}$</td>
</tr>
</tbody>
</table>

9 Alternative Approaches

The results reported above are obtained from a discretized abstraction of the stochastic process induced by the MTP and the battery, solved numerically and with high-precision arithmetic where needed.

One could instead consider estimating the probability $z_t$ of the battery depletion using ordinary simulation techniques [19]. Considering a battery of capacity 5000 mAh, this would mean that about $10^{63}$ simulations traces are needed on average to observe the rare event of a depleted battery at least once. This seems prohibitive, also if resorting to massively parallel simulation, which may reduce the exponent by a small constant at most. A possible way out of this might lie in the use of rare event simulation techniques to speed up simulation [40].

The behaviour of KiBaM with capacity limits can be expressed as a relatively simple hybrid automaton model [21]. Similarly, the random KiBaM with capacity limits can be regarded as an instance of a stochastic hybrid system (SHS) [1, 3, 4, 8, 12, 37]. This observation opens some further evaluation avenues, since there are multiple tools available publicly for checking reachability properties of SHS. In particular, Faust$^2$ [36], SiSat [17] and ProHVer [43, 16] appear adequate at first sight. However the random KiBaM system cannot be evaluated with Faust$^2$, basically due to a model mismatch: The tool thus far assumes stochasticity in all dimensions, because it operates on stochastic kernels, while our model is non-stochastic in the bound charge dimension. The existing general theory about computing reach-avoid probabilities of so called partially degenerate stochastic processes [35] is not yet built into Faust$^2$. The guarantees provided using these methods...
are computed a priori on the basis of Lipschitz constants and do not scale well to the small absolute errors and large time horizons that are required for the satellite model. In our approach they are computed a posteriori (as the difference between under- and over-approximation). SiSat provides principal support for encoding all model aspects needed, yet the time horizon and precision needed seem unsurmountable [15]. Our ProHVVer experiments failed for a similar reason, namely the sheer size of the problem. An extension of the stochastic network calculus to deal with energy [41] can in principle be employed to calculate depletion risks, by modelling the cumulative energy supply and energy demand as the arrival and service process of a queue, so as to capture the Fraction of Time Energy Not-Served (FTNS). Different from ours, that work assumes a linear battery behaviour and discretised time. Using a linear battery model causes underestimation of the depletion risk, as discussed in Section 8. All the above tools have not been optimized for dealing with very low probabilities as they appear in high dependability scenarios like the satellite case. The orders of magnitude difference between the smallest time step (5 minutes) and the time horizon (1 year) appear as another serious obstacle, but not for our approach.

10 Conclusion

Inspired by the needs of an earth-orbiting satellite mission, we extended in this paper the theory of kinetic battery models in two independent dimensions. First, we addressed battery charging up to full capacity. Second, we extended the theory of the KiBaM differential equations to a stochastic setting. We provided a symbolic solution for random initial SoC and a sequence of piecewise-constant random loads.

These sequences can be generated by a stochastic process representing an abstract and averaged behavioural model of a nano satellite operating in earth orbit, superposed with a deterministic representation of the solar infeed in orbit. We illustrated the approach by several experiments performed on the model, especially varying the size of the battery, but also the number of solar panels.

ESA is running a large educational program [2] for launching missions akin to GomX–1. The satellites are designed by student teams, have the form of standardized 1 unit cube with maximum mass of 1 kg, and target mission times of up to four years. The random KiBaM presented here is of obvious high relevance for any participating team. It can help quantify the risk of premature depletion for the various battery dimensions at hand, and thereby enable an optimal use of the available weight and space budget. Our experiments show that using the simpler linear battery model instead is far too optimistic in this respect.

For a fixed setup, one can also use the technology offered by us for optimal task scheduling: In the same way as we can follow a single SoC distribution, we can also branch into several distributions and determine which of them is best according to some metric. Taking inspiration from [42], this can be combined with statistical model checking so as to find the optimal task schedule of a given set of tasks.

Several extensions can and should be integrated in the model. Among them, temperature dependencies are of particular interest. A temperature change has namely opposing physical effects in solar panels and in the battery, having intriguing consequences such as piecewise exponential decay in the charging process. An extension that is particularly important for long lasting missions, is incorporating a model of battery wearout. So far we assume the battery capacity to be constant along the mission time. Notably, our contribution is the first to consider capacity limits in operation at all, as far as we are aware. As of now, our battery model is itself considered lossless, while in reality one never gets out as much energy as one has put in before. We are so far putting this phenomenon as a burden on the modeller side, namely to scale down the real charging current.
to an effective charging current, that factors in the loss only while charging the battery. We are looking into ways to instead make these losses a genuine part of the KiBaM model.
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Abstract

As data centers attempt to cope with the exponential growth of data, new techniques for intelligent, software-defined data centers (SDDC) are being developed to confront the scale and pace of changing resources and requirements. For cost-constrained environments, like those increasingly present in scientific research labs, SDDCs also may provide better reliability and performability with no additional hardware through the use of dynamic syndrome allocation. To do so, the middleware layers of SDDCs must be able to calculate and account for complex dependence relationships to determine an optimal data layout. This challenge is exacerbated by the growth of constraints on the dependence problem when available resources are both large (due to a higher number of syndromes that can be stored) and small (due to the lack of available space for syndrome allocation). We present a quantitative method for characterizing these challenges using an analysis of attack domains for high-dimension variants of the \(n\)-queens problem that enables performable solutions via the SMT solver Z3. We demonstrate correctness of our technique, and provide experimental evidence of its efficacy; our implementation is publicly available.
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1 Notation

\[ R \] number of ranks (rows) of a Latin squares \(n\)-queens board; number of RAID groups in storage system under test
\[ F \] number of files (columns) of a Latin squares \(n\)-queens board; number of storage disks per RAID group

\(^*\) An earlier version of this paper appeared in QEST’15 [4]. Some of the additional work consolidated here appeared in CFV’15 [27] and ISAIM’16 [28].
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Let $L$ number of levels (height) of a Latin squares $n$-queens board; $L = R \cdot F$ with level $l_i$ representing the problem associated with disk $r \cdot R + f$, or $(r, f)$

$x_{l,r,f} \in X$ index of a variable at level $l$, rank $r$, and file $f$ of a Latin squares $n$-queens board $X$

$X$ a board; a set of $L \cdot R \cdot F$ variables each representing a the state of a single square, each with a single variable label

$X_C \subset X$ a set of variables labeling column $C$ where $r = a$, and $f = b$, for some $a \in R$ and some $b \in F$

$Q = \{\Delta, \Lambda, \Gamma\}$ a finite set of symbols representing queens of three types

- $\Delta$ degenerate queens
- $\Lambda$ linear queens
- $\Gamma$ indirect queens

$N$ number of indirect queens on a board

$A$ a finite set of symbols representing squares under attack by each type of queen

$\epsilon$ designator for an empty square

$V = Q \cup A \cup \epsilon$ set of variables that label squares

$S_{l,r,f}$ attack set (set of squares a queen attacks) such that $\forall s_i \in S_{l,r,f}, s_i = \lambda$ iff $x_{l,r,f} = \Lambda$, and $s_i = \gamma$ iff $x_{l,r,f} = \Gamma$

$D_{l,r,f} = S_{l,r,f} \cup x_{l,r,f}$ attack domain of a queen; set of squares a queen attacks or occupies

$r_{s_i}$ rank of square $s_i$

$f_{s_i}$ file of square $s_i$

$\phi$ a disk file

$B_\phi = \{b_{\phi_0}, b_{\phi_1}, \ldots\}$ set of (typically fixed-size) blocks of file $\phi$

$\mathcal{R}$ binary dependence relationship

$\mathcal{R}(\phi)$ dependence relation between blocks that are part of the same file such that for some $b_i, b_j, b_i \mathcal{R}(\phi) b_j$ if there exists some $\phi$ composed of $B_\phi$ where $b_i \in B_\phi$ and $b_j \in B_\phi$

$\sigma$ a reliability syndrome

$\mathcal{R}(\sigma)$ reliability syndrome dependence; there exists some $\sigma$ such that $\sigma = b_i \oplus b_j \oplus \ldots$ then $b_i \mathcal{R}(\sigma) b_j$

$P$ set of $R \cdot F$ constants in the population constraint board designating available free-space per physical disk such that $\forall p_{r,f} \in P, p_{r,f} \in \mathbb{N}$

$pr_{r,f} \in \mathbb{N}$ the population limit of column with rank $r$ and file $f$

$W$ (constant) protection requirement for each level

## 2 Introduction

One of the largest challenges facing the storage industry is the continued exponential growth of Big Data. The growth of data in the modern world is exceeding the ability of designers and researchers to build appropriate platforms [33, 12] but presents a special challenge to scientific labs and non-profit organizations whose budgets have not grown (and often have been cut) as their data needs steeply rise. The NASA Center for Climate Simulation revealed that while their computing needs had increased 300 fold in the last ten years, storage needs had increased 2,000 fold, and called storage infrastructure one of the largest challenges facing climate scientists [10]. This trend has been driving reliance on commercial off the shelf (COTS) solutions to drive down the cost of data ownership. Despite its importance, the goal of affordable data curation comes at a cost in terms of reliability, creating a difficult-to-solve system-design-constraints problem.

To cope with the increase in cost, deduplication techniques are commonly used in many storage systems. Deduplication is a storage efficiency improvement technique that removes the duplicate substrings in a storage system and replaces them with references to the single location storing the
duplicate data. While this achieves a higher storage efficiency in terms of reducing the cost of ownership of a system, it can negatively impact the reliability of the underlying storage system since loss of a block with a high number of references means a critical number of files being lost unrecoverably [30].

Data reliability was previously improved using enterprise-class storage devices that typically suffer faults as much as two orders of magnitude less often than COTS storage devices. In the face of the exponential growth of the digital universe [36] the cost of this solution has become prohibitively expensive, inspiring a switch to near-line components, thus lessening storage reliability guarantees. While reliability could be improved through the addition of new hardware, today the scale of growth of inexpensive storage is being exceeded by the growth of Big Data.

In most storage systems reliability improvements are achieved through the allocation of additional disks in Redundant Arrays of Independent Disks (RAID) [25]. RAID arrays achieve reliability through the allocation of coding syndromes [26] that create dependence relationships in the storage system to allow recovery of files after failures. While RAID systems are incredibly effective at the task of improving reliability, they add to the cost of the storage systems in which they are deployed.

Methods used to increase reliability also increase the cost of maintaining the storage system, and the same is true for the methods that reduce the cost; they also reduce reliability. In order to meet these cost and reliability constraints, and find a way to break the proportional relationship in between, previously we conducted a study where we have documented that systems are often over-provisioned, and this over-provisioning level is highly predictable using intelligent systems algorithms [31]. Using these models, we proposed that dynamically allocated reliability syndromes could be created and stored in this excess capacity to improve reliability without the addition of new hardware [3]. Based on this result, it is now possible to modify traditional RAID schemes to dynamically allocate new syndromes for reliability in over-provisioned space through the risk-averse prediction of available storage over the next epoch of operation of a storage system. Furthermore this can be done while maintaining quality of service (QoS) and availability of the storage system, while simultaneously providing maximum additional reliability. The only assumption is that the additional syndromes can be placed in a way that respects data dependence constraints. The ability to predict the expected level of over-provisioning allows us to create software-defined data centers that can allocate virtual disks made up of free space compiled from across the data center to hold additional reliability syndromes. An unsolved challenge that stands in the way of this technique, however, is the development of algorithms that account for complex data dependencies such as existing reliability syndromes and deduplication, providing a strategy for syndrome storage and new RAID relationships in a performable way that maximizes the additional number of reliability syndromes that can be allocated without violating the dependence constraints on those syndromes.

2.1 \( n \)-Queens

In order to solve these dependence constraints, we cast our problem into a unique variant of the \( n \)-queens problem. We chose \( n \)-queens for several reasons. First and foremost, when fully constructed, our board resembles the classic 3-dimensional Latin board configuration [21, 16], and we recognized that the independence requirements for new reliability syndromes could be represented as a metaphor of the squares in this Latin board that represent legal captures. To place another syndrome into such a square would violate independence, and as \( n \)-queens concerns itself with a placement of new queens (syndromes) on a board (disk array) such that none attack each other (independence is preserved) the formulation seemed a natural choice. We map a RAID array into a mathematical representation of a chess board with a set number of ranks (defining the
y-axis) and files (defining the x-axis). We propose a quantitative solution for virtual disk allocation in software-defined data centers, respecting all dependence constraints within the data center, or, when no such configuration exists, identifying the unsatisfiability of the problem. This method allows us to take advantage of the over-provisioned space without constraining our problem to traditional RAID geometries. We propose solving this problem quantitatively by mapping it to an innovative variation of the $n$-queens problem that utilizes a 3D Latin board configuration [21, 16], nontraditional queen types and attack domains, and population limits on the number of indirect queens placed within certain bounds. While this formulation differs from traditional $n$-queens in several ways, we make the argument that it is a difference in degree, and not in kind. Utilizing $n$-queens lets us not only utilize common and well-explored metaphors, but it also allows us to leverage generalized solvers and packages built for $n$-queens, and allows others to modify our solution to fit their needs should other attack patterns be required to represent dependence relations we do not concern ourselves with, such as meta-data relationships. By formulating our problem as a variant of $n$-queens our solver can be used in other domains, or by other variants of the disk layout problem we are solving simply by modification of the attack domains exhibited by the queens in our problem.

The challenge of defining dynamic syndromes is inherently characterized by a well-defined set of constraints: total number of disks, current disk utilization, distribution of unutilized space, existing dependence relationships due to RAID reliability syndromes, and deduplication relationships. By creating a mapping to $n$-queens under these constraints, we can intuitively represent the problem in a way that facilitates validation and harness the power of the Satisfiability Modulo Theories (SMT) solver Z3 to return a constraint-satisfying solution, or determine that a solution cannot exist. Z3 [8] is a very efficient and freely-available solver for SMT, which is a decision problem for logical first-order formulas with respect to combinations of background theories including the uninterpreted functions integral to our solution. The $n$-queens problem is a classic way to represent such a constraint satisfaction problem [22, 32] and a common benchmark for such a solver [17]. Classification as a constraint satisfaction problem that can be solved by Z3 has proven to be successful in other design domains, such as automating design of encryption and signature schemes [1].

### 2.2 Previous Work

In our previous work [4] we formulated a variant of the $n$-queens problem using a basic set of constraints, and showed informally and empirically that our method could sometimes generate satisfying solutions. We empirically characterized the difficulty of finding a solution in terms of the number of queens, and the population coverage ratio. We also demonstrated that deduplication has the general effect of making the problem less likely to be satisfiable. We extended this work in [28] by formally casting our constraints into subsets requiring global and local scoping with respect to changing level protection requirements. This, in essence, gave us the ability to utilize partial solutions to the global constraints problem to reduce the total time necessary to evaluate cascading solutions to progressively harder variants of a given problem. Since finding a satisfying disk layout for some level of protection $W$ may not be possible, but one for $W - i$ for some $i$ may exist, this allowed us to adopt a solution method of solving easier variants, and using them to speed up the solution of progressively better-protected systems within a finite time bound. We additionally showed, empirically, that when we examine large samples of random disk layouts, that satisfiability of the problem is probabilistic, and has a regular structure examined as a function of available disk space, and the entropy of that space.
2.3 Application to Embedded Systems

A particular challenge for the realm of embedded systems is the performance requirement induced by the fact that embedded systems are often subject to both real-time constraints, and additionally that they lack considerable processing power. One of the primary targets of our technologies are for systems for which extremely high reliability, beyond that demanded by consumer systems, is required. These systems are often difficult, if not impossible, to repair and include embedded storage systems for satellites, remote probes and rovers used by NASA, and planned spacecraft (both manned and unmanned) for long mission profiles like the Autonomy Architecture Habitat. In addition, it would be advantageous for our technology to run on small embedded systems, even when part of a larger more capable storage system, so that it can be implemented as a plug-and-play technology that sits between user- and system-level requests, and the storage architecture translating file requests, when needed to account for additional reads and/or writes to enable the higher level of reliability transparently.

Given these goals, one of the primary focuses of this paper is the derivation of a system that is not only correct, but that can be employed with acceptable overhead, and cascading solutions allowing for real-time constraints to be accounted for. The ideal system would be one in which successively harder problems are solved one after another (or in parallel if possible) until the deadline is reached. At that point the best solution computed to date is used for system layout. We present such a system here.

2.4 Novel Contributions

Our contributions in this paper include a new quantitative solution for the problem of dynamic allocation of new reliability syndromes while respecting dependence constraints to improve the reliability of software-defined data centers without the addition of new hardware. We extend our previous work by giving a formal definition of our problem with accompanying proofs of correctness for a mapping of this problem to a variation of the classic \( n \)-queens problem, thus enabling efficient analysis via powerful SMT solvers like Z3. We provide an implementation in Z3 for python and include a case study demonstrating the effectiveness of our technique. This new solution will serve as the core for a dynamic allocation system to be used in software-defined data centers that will be deployed at the laboratories of partner organizations.

This paper is organized as follows: Section 3 provides background on dependence relationships in storage systems, and related work in novel RAID geometries. Section 4 introduces an encoding for this problem in a variant of \( n \)-queens, mapping the problem of data layout strategies that respect all data dependence constraints while maximizing additional syndrome coverage for any given dataset, to the problem of placing novel queen types on a Latin chess board. We formalize these definitions and the resulting constraints in Section 5, and give formal mappings to Z3 for implementation in Section 6. We provide experimental results demonstrating the efficacy and efficiency of our approach in Section 7. Finally, Section 8 concludes and points to future work.

3 Characterizing File System Dependence

As we have shown in our previous work [31, 3], it is possible to predict the future storage resource needs of the users in a system. In recent work [3], we have modeled user behaviors using the training data we obtained from a real system to create and train Markov models, and predicted the future disk usage needs of the users in an on-line fashion, and compared the results with the test data we also obtained from the same system to measure the prediction performance. We have observed that with a good clustering method and fine parameter tuning, it is possible
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(a) Example of a virtual disk being constructed out of overprovisioned space.

(b) Example of independent syndrome calculation as the XOR parity of diagonals.

**Figure 1** Example allocations of virtual disks from over-provisioned space.

**Table 2** Annual rates of block loss (ABL) per system type with varying numbers of additional syndromes \((n_{synd})\) allocated.

<table>
<thead>
<tr>
<th>RAID5 configuration</th>
<th>ABL (no syndromes)</th>
<th>ABL ((n_{synd} = 2))</th>
<th>ABL ((n_{synd} = 3))</th>
</tr>
</thead>
<tbody>
<tr>
<td>5+1</td>
<td>1.79x10^6</td>
<td>1.31x10^−7</td>
<td>1.92x10^−15</td>
</tr>
<tr>
<td>8+1</td>
<td>4.60x10^5</td>
<td>1.02x10^−6</td>
<td>5.06x10^−14</td>
</tr>
<tr>
<td>10+1</td>
<td>8.06x10^5</td>
<td>2.76x10^−6</td>
<td>1.79x10^−13</td>
</tr>
</tbody>
</table>

to predict user behaviors and resource requirements. We have used this method for predicting over-provisioning, and allowing for dynamic improvement of reliability through the allocation of additional syndromes by creating new virtual disks using any over-provisioned storage that are found to be independent of the current RAID grouping as shown in Figure 1a. Our experiments on real storage system data have shown that even when being incredibly risk adverse, we can allocate between three and four additional syndromes more than 50% of the time, and on average allocate two additional syndromes for all of the data, and three additional syndromes for more than 90% of the data, dramatically improving the reliability of the system [3]. We analyzed these improvements on systems with one petabyte of primary storage with initial RAID5 configurations of 5+1, 8+1, and 10+1 over which we introduce two and three additional syndromes after predictions. Changes in reliability are measured using the rate of annual block loss (ABL), when taking into account whole disk failures and latent sector errors. Table 2 illustrates the calculated ABLs for three RAID5-configured primary storage systems, each provisioned for a maximum capacity of one petabyte. The steep increase in the reliability represented by decreases in ABL rates as the number of allocated syndromes increases shows the promise of such predictive analysis and dynamic allocation.

### 3.1 Reliability Syndromes

The typical way of addressing reliability concerns in large-scale storage systems has been through the generation of syndromes that can be used to detect faults, prevent those faults from manifesting
as failures, and repair those failures when new resources are available. The most basic type of syndrome that can be allocated is that of XOR parity [6]. Consider a set of disks that contain an array of blocks, the atomic unit of reading and writing in a file system. We can treat each of these blocks as a vector of bytes and generate a syndrome by performing some calculation on each byte in the vector. In order to tolerate the loss of a single disk in some set of \( n \) disks we need to compute a syndrome \( P \), which allows for the recovery of any lost block. One of the simplest methods for doing so is XOR parity:

\[
P = D_0 \oplus D_1 \oplus D_2 \oplus \ldots \oplus D_{n-1}.
\]

We can then write \( P \) to a new disk, independent from those containing blocks used in its computation, creating an array of \( n + 1 \) disks. The loss of any one disk, including the one containing \( P \), will not result in the loss of data. If some disk \( D_j \) fails and cannot be read or written normally, we can perform equivalent operations on the remaining disks to account for this degraded state. A read to \( D_j \) can be performed by reading the working \( n - 1 \) disks and the disk containing \( P \) and generating \( D_j \) from the result as

\[
D_j = D_0 \oplus D_1 \oplus D_2 \oplus \ldots \oplus D_{j-1} \oplus D_{j+1} \oplus \ldots \oplus D_{n-1} \oplus P
\]

(\( 2 < j < n - 1 \) for this example, but without loss of generality for other cases). When new hardware is acquired (or allocated from hot spares available in the storage system), the entire disk containing all blocks associated with the failed disk that contained \( D_j \) can be recovered in a similar manner.

In order to tolerate the loss of any two disks two independent syndromes must be calculated, here referred to as \( P \) and \( Q \). Without providing additional disks, in order to construct a new independent syndrome we utilize the algebra of a Galois field \( \text{GF}(2^8) \) [2]. The representation of this algebra is cyclic utilizing group or ring theory. We utilize elements \( g \) called generators of the Galois field such that \( g^n \) doesn’t repeat until it has exhausted all elements of the field except \( \{00\} \), where any numeral in \( \{\} \) is a hexadecimally-represented Galois field element. We defer a full discussion of Galois field algebra to the literature [14]. For \( n \) disks where \( n \leq 255 \) we compute:

\[
P = D_0 \oplus D_1 \oplus D_2 \oplus \ldots \oplus D_{n-1},
\]

\[
Q = g^0 \cdot D_0 \oplus g^1 \cdot D_1 \oplus g^2 \cdot D_2 \oplus \ldots \oplus g^{n-1} \cdot D_{n-1}.
\]

The loss of a single data drive can be recovered using the normal XOR parity method described previously. The loss of \( P \) or \( Q \) can be recovered simply by recomputing using the above formulas. The loss of any single data drive, and the loss of \( Q \) can be recovered by first recovering the data drive using XOR parity, and then recomputing \( Q \). Recovering \( P \), or the loss of two data drives is somewhat more involved, and the discussion of the method is left to the literature [2].

### 3.2 Allocation of New Syndromes

Allocation of new syndromes in order to increase the reliability through the deployment of RAID5 XOR parity syndromes [25] or RAID6 Galois-field based syndromes [2, 7] becomes somewhat trickier due to the requirement of independence. Additional syndromes can, in theory, be allocated using techniques such as erasure coding, which would generate still new independent syndromes. These methods, however, generally have a severe impact on performance, and as a result, lower the QoS of the system [20]. As such, we focus on alternative RAID geometries to make use of additional XOR parity and Galois-field based syndromes. To do so we must overcome the problem of our requirement of independence.
In this paper, we propose an efficient method for allocation of additional syndromes. Additional coverage can be provided using non-traditional RAID geometries as shown in Figure 1b. While the idea of using non-traditional RAID geometries itself is not new, and has been explored in previous studies [34, 24, 23], prior work in this field has always maintained the assumption that the layout of the RAID arrays is pre-defined. Instead, we propose the creation of dynamic per-stripe geometries using over-provisioned space in an existing data center.

When creating non-traditional RAID geometries, care must be taken to respect data dependence relationships [29] to ensure that the new RAID strategy improves reliability. We consider two types of data dependence relationships, one resulting from pre-existing RAID groups, and the other from data deduplication [30].

A typical method for reliability syndrome generation is XOR parity. In a situation such as that shown in Fig. 1a, data may be made more reliable by creating a new dependence between currently independent data. So given blocks $a, b, c,$ and $d$ stored on separate physical hardware, a new block $z = a \oplus b \oplus c \oplus d$ can ensure that if any block is lost, for example $c$, it can be easily recreated as $c = a \oplus b \oplus d \oplus z$, adding to the reliability of the underlying file system [25]. Reliability can be further extended through the use of Galois fields [6], and in theory with erasure codes [9], however codes patent encumbrance has effectively removed performable erasure code algorithms from use [13]. In practice this means for any set of initially dependent data, reliability can be increased (given sufficient space) via creation of two independent syndromes.

Additional reliability syndromes can be allocated using additional blocks not already linked through a syndrome-related dependence, such as $a, f, k,$ and $p$ in Fig. 1. The difficulty inherent in allocating these new syndromes is ensuring independent sets of blocks can be identified, along with independent free space in the storage system. As the storage system becomes fuller over time, the difficulty of this problem increases exponentially, necessitating efficient solution techniques.

We consider three types of data dependence relationships in our analysis. The first are file dependence relationships. We consider data in our file systems to be divided into blocks (typically of fixed size) with each file $\phi$ being composed of a set of blocks $B_\phi = \{b_{\phi_0}, b_{\phi_1}, \ldots \}$. Blocks that are part of the same file have a file dependence relation represented by $\mathcal{R}(\phi)$ such that for some $b_i, b_j, b_i \mathcal{R}(\phi)b_j$ if there exists some $\phi$ composed of $B_\phi$ where $b_i \in B_\phi$ and $b_j \in B_\phi$. Secondly, we consider reliability dependence. Such a dependence, represented by $\mathcal{R}(s)$, exists between blocks $b_i, b_j$ if both $b_i$ and $b_j$ participate in reliability syndrome $s$. Thus if there exists some $s$ such that $s = b_i \oplus b_j \oplus \ldots$ then $b_i \mathcal{R}(s)b_j$. Lastly, we consider deduplication dependence relationships. These relationships are much like those found in file dependence relationships, and can be defined in the same way, differing only in that for a deduplicated block $b_i$, it can participate with multiple files in dependence relationships, so $b_i \in B_k$ does not preclude that some $B_l$ also exists such that $b_i \in B_l$, $l \neq k$. For convenience, we will also use the notation $\mathcal{R}$ without a subscript to indicate the presence of any dependence relationship, regardless of the type. These relationships become important when defining a new syndrome $s'$ to protect some block $b_p$. When defining $s'$ as a set of blocks $S' = \{b_p, b_0, b_1, \ldots \}$ such that $s' = b_p \oplus b_0 \oplus b_1 \oplus \ldots$ it is important to pick blocks such that for $b_i \in S' \setminus b_p, b_i \mathcal{R} b_p$ is false; otherwise the new syndrome will not provide the expected improvements to reliability as independence is a fundamental assumption for syndrome construction.

4 \textit{n-Queens with Dynamic Domains of Attack}

In order to solve our problem and find a data layout that allows us to build virtual disks that are independent of the data they are protecting, we provide a mapping of our problem into a variant on the classical $n$-queens [35] constraint satisfaction problem with few alterations.
First, we adopt a Latin board, allowing us to examine our problem in a three-dimensional space [21, 16]. We define this space according to three axes, the level, rank, and file, as shown in Figure 2. We further define a column on this Latin board as the set of squares defined by a fixed rank and file across all levels of the board. Each column in our Latin board corresponds to a disk within our data center, with each rank consisting of a traditional RAID group. Levels represent independent sub-problems solving for data independence for each disk in turn. Thus, in practice, given a problem with \( R \) ranks and \( F \) files, we construct our board with \( L = R \cdot F \) levels.

We represent the state of dependence relationships in a file system by placing queens on our boards, using their attack domains to represent file dependence relationships. For any level \( l \) on our board, this level is used to solve a sub-problem for the \( l \)th disk in our data center (numbered in rank-major order, such that if the disk is in rank \( r \) and file \( f \), the level that solves its independence constraints is \( l = r \cdot F + f \)). The full attack domain of all queens on level \( l \) represents those disks on which the \( l \)th disk depends. We call this \( l \)th disk for level \( l \) the principle disk for that level. To represent these dependence relationships, however, we specify the attack domain definitions for each queen to match the dependence relationships we must represent. We introduce three new queen types each with a unique attack domain.

- **Degenerate Queens** – a degenerate queen is so-named because it attacks only a single square, that which it is occupying. Degenerate queens are used to represent the disk being protected, and disks containing deduplicated blocks upon which files on that disk depend. Degenerate queens are used to exclude a square on a level from the solution space of new dynamic RAID groupings. The attack domain of a degenerate queen is illustrated in Figure 3.

- **Linear Queens** – a linear queen’s attack domain is defined to include both its own square and \( F - 2 \) squares on the board extending in a line from the queen, potentially wrapping around the board as if it were a toroidal-board as discussed originally in the class of modular \( n \)-queens problems [11]. Linear queens can be used to represent existing RAID groups, or new dynamic RAID groups with more traditional geometries. Two example attack domains for linear queens are illustrated in Figure 4.\(^1\)

---

\(^1\) While we allow linear queens to attack in any direction as a matter of completeness of our variant \( n \)-queens definition, we note that our method only makes use of linear queens that attack along ranks towards squares in higher-numbered files, wrapping toroidally.
Figure 3 Example attack domain of a single degenerate queen.

Figure 4 Example attack domains of two linear queens.
Indirect Queens – the final type of queen we introduce is an indirect queen, whose attack domain consists of its own square, and $F - 2$ other squares on the board, each within a rank unique to the queen’s attack domain. The attack domain of an indirect queen is illustrated in Figure 5. An indirect queen can attack with almost any imaginable pattern, so long as it attacks $F - 2$ squares and those squares are on unique ranks. This allows for the formulation of arbitrary RAID geometries that still respect dependence relationships arising from standard RAID protections. The indirect queen itself is used by our problem to represent the disk on which a new syndrome will be stored, and the $F - 2$ squares in its attack domain represents those other disks participating in the syndrome calculation.

In order to solve the problem of independent syndrome placement, and the creation of new dynamic RAID groupings, we begin with a pre-defined board, based on the state of the data center, that contains a number of degenerate and linear queens representing this system state, such as the example shown in Figure 6a. We then proceed to place new indirect queens on the board with each indirect queen representing the storage location of a new pair of XOR and Galois field parity syndromes, and the attack domain of that queen representing the independent disks to use to form a new dynamic RAID group associated with those syndromes.

## 5 Formal Problem Representation

In this section we provide a formal representation of our problem accompanied by some helpful proofs, define our representation, and provide constraints for use in SMT solving that allow the production of strategies for reliability improvement, if any such strategy exists. Our solution is intuitive and easy to validate as the $n$-queens problem is a classic way to represent such a constraint satisfaction problem [22, 32]; $n$-queens variations are common benchmarks for SMT solvers [17], so it is easy to choose a good solver. We represent our problem in the domain of a Latin-
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Block to be protected

RAID Group

Deduplicated Blocks

(a) Example of initial constraints when protecting a block on disk 0 of RAID group 2 that has references to deduplicated blocks on six other disks. Degenerate queens are used to include the disks containing the initial and deduplicated blocks in the attack domain, and a linear queen is used to include the RAID group in the attack domain.

(b) An example solution with two additional syndromes. Indirect queens occupy the spaces corresponding to the disks where the new syndromes will be stored; their attack domains include all disks protected by the new syndrome.

Figure 6 Representation of a single level of an 8x8x64 board.

squares [21, 16] variant of the n-queens problem, using multiple levels of the Latin-squaresboard to represent separate, yet dependent, subproblems, using novel variant queen types with unique attack domains, and population constraints. In our representation, the board represents the physical disk media with each column in the Latin-squares board representing a separate physical disk.

Definition 1 (Square). A square represents a discrete part of the n-queens problem that has a state that can either represent its occupancy by a queen (including the type of the queen), that it is part of the attack domain of a queen (i.e., some queen could capture a piece were it on that square), or that it is empty. This state is encoded for any given square as a variable drawn from a finite set $V = Q \cup A \cup \{\epsilon\}$ where $Q$ is a finite set of symbols representing queens of three types, $A$ is a finite set of symbols representing squares under attack by each type of queen, and $\epsilon$ is an empty square.

We allow each square to contain only one queen, or be part of an attack domain as part of the implicit requirement of n-queens where a valid placement results in no queen attacking another.

Definition 2 (Board). For ease of representation, we utilize a three-dimensional matrix: a Latin-squares variant of n-queens with the dimensions $L$ levels, $R$ ranks, and $F$ files, as shown in Fig. 2. A board is a set of $L \cdot R \cdot F$ variables indexed $x_{l,r,f} \in X$. Each variable represents the state of a square and has an assignment from a finite set $V = Q \cup A \cup \{\epsilon\}$ that represents its state, where $Q$ is a finite set of symbols representing queens of three types, $A$ is a finite set of symbols representing squares under attack by each type of queen, and $\epsilon$ is an empty square.
We use the term *column* to indicate a set of variables \( X_C \subset X \) where \( r = a \), and \( f = b \), for some \( a \in R \) and some \( b \in F \).

Given an array of \( R \cdot F \) disks arranged into traditional RAID groupings of \( F \) disks per group, each level of the board represents a separate constraint satisfaction problem for a separate set of data associated with a given physical disk. Specifically, \( L = R \cdot F \) with level \( l_i \) representing the problem associated with disk \( r \cdot R + f \), or \((r, f)\). For each set of data on a given physical disk we construct the initial data dependencies by assigning queens and their attack domains to the variables representing a given level.

*Queens*, and the squares they attack, are used to represent dependence relationships between data on the physical disks represented by the board. We characterize the squares that a queen is said to attack as the *attack domain* of the queen, and the combination of squares that a queen occupies and attacks as the *attack set*.

**Definition 3 (Queen).** A queen is a symbol from the set \( Q = \{\Delta, \Lambda, \Gamma\} \), that can be assigned to any free variable. The three queen symbols differ in their allowed attack domains and are called degenerate queens (\( \Delta \)), linear queens (\( \Lambda \)), and indirect queens (\( \Gamma \)).

Initial conditions for our data dependence constraints are constructed using two special types of queens, *degenerate queens* and *linear queens* that differ from the standard queens of the classical problem in terms of their attack domains.

**Definition 4 (Attack Domain).** The attack domain of a queen at position \( x_{l,r,f} \) is defined by its position, and a set of additional squares called it’s *attack set* given by the set \( S_{l,r,f} \). This attack domain, \( D_{l,r,f} = S_{l,r,f} \cup \{x_{l,r,f}\} \), represents every square a queen attacks or occupies.

**Definition 5 (Attack Set).** An attack set is a set of variables \( S_{l,r,f} \) assigned labels from the set \( \{\lambda, \gamma\} \) to designate they are attacked by a queen such that \( \forall s_i \in S_{l,r,f}, s_i = \lambda \text{ iff } x_{l,r,f} = \Lambda \), and \( s_i = \gamma \text{ iff } x_{l,r,f} = \Gamma \). Note that there is no attack set associated with a degenerate queen \( (x_{l,r,f} = \Delta) \) because the attack domain of a degenerate queen contains only the square containing the degenerate queen itself.

**Definition 6 (Degenerate Queen).** A degenerate queen is represented by \( \Delta \) and has no corresponding attack symbol in \( A \). This is because the attack domain of a degenerate queen contains only the square containing the degenerate queen itself, i.e. \( D_{l,r,f} = \emptyset \cup \{x_{l,r,f}\} \).

**Definition 7 (Linear Queen).** A linear queen is represented by \( \Lambda \) and has the corresponding attack symbol \( \lambda \). The size\(^2\) of a linear queen’s attack set is always equal to \( N - 2 \) and must satisfy Constraint 1.

**Constraint 1 (Linear Queen Attack Set).** The attack set of a linear queen assigned to variable \( x_{l,r,f} \) must be such that the size\(^3\) of a linear queen’s attack set is always equal to \( F - 2 \) and either Constraint 1.1, 1.2, or 1.3 is satisfied. All elements of a linear queen’s attack set must reside on the same level.

**Constraint 1.1 (Constant File).** The attack set \( S \) of a linear queen at \( x_{l,r,f} \) satisfies the *Constant File* constraint iff \( \forall s_i \in S \) the file of \( s_i \) is equal to \( f \).

\(^2\) We assume that any additional protection provided uses precisely the same RAID configuration as disks in default RAID groupings. This is assumed both for simplicity and performance reasons, but can be relaxed without loss of generality.

\(^3\) Both for simplicity and performance reasons, we assume that any additional protection provided uses the same RAID configuration as the default RAID groupings. This assumption can be relaxed without loss of generality.
Constraint 1.2 (Constant Rank). The attack set $S$ of a linear queen at $x_{l,r,f}$ satisfies the Constant Rank constraint if $\forall s_i \in S$ the rank of $s_i$ is equal to $r$.

Constraint 1.3 (Unique Rank and File). The attack set $S$ of a linear queen at $x_{l,r,f}$ satisfies the Unique Rank and File constraint if $\forall s_i, s_j \in S$ the file of $s_i(f_{s_i})$ and $s_j(f_{s_j})$ are such that $f_{s_i} \neq f, f_{s_j} \neq f$, and $f_{s_i} \neq f_{s_j}$, and the rank of $s_i(r_{s_i})$ and $s_j(r_{s_j})$ are such that $r_{s_i} \neq r, r_{s_j} \neq r, r_{s_i} \neq r_{s_j}$, and $s_i \neq s_j$.

Definition 8 (Initial Board). An initial board is a set of initial conditions for a file system coded as a set of fixed values for a subset of $X$. These values represent the initial system and consist of a placement of degenerate queens from Definition 6 and linear queens from Definition 7.

We then try and find a solution that satisfies all of our constraints, and that allows us to place $W$ or more indirect queens on our board, where each indirect queen represents a new syndrome to be allocated for reliability, and its attack domain represents the new data dependencies associated with that syndrome.

Definition 9 (Indirect Queen). An indirect queen is represented by $\gamma$ and has the corresponding attack symbol $\gamma$. The size of an indirect queen’s attack set is always equal to $F - 2$ and must satisfy Constraint 2.

Constraint 2 (Indirect Queen Attack Set). The attack set $S$ of an indirect queen assigned to variable $x_{l,r,f}$ must be such that $\forall s_i, s_j \in S$ the rank of $s_i(r_{s_i})$ and $s_j(r_{s_j})$ are such that $r_{s_i} \neq r, r_{s_j} \neq r, s_i \neq s_j$, and $s_i \neq s_j$. All elements of an indirect queen’s attack set must reside on the same level.

Each indirect queen is able to provide both XOR parity, and Galois field parity for its attack domain, provided the disk has available space. This space constraint holds for an entire column as well, as each column represents a single physical disk. This necessitates the representation of column-wise population constraints in the form of a population constraint board.

Definition 10 (Population Constraint Board). In addition to the defined set of $L \cdot R \cdot F$ variables that make up the board, we add a set $P$ of $R \cdot F$ such that $\forall p_{r,f} \in P, p_{r,f} \in \mathbb{N}$. We call this set of constants the population constraint board.

The population constraint board tracks the available free-space per physical device, and constrains the total placement of indirect queens within a column.

Constraint 3 (Column Indirect Queen Population Limit). Each column may be assigned a population limit $p_{r,f} \in \mathbb{N}$. The total number of all indirect queens within that column must not exceed this limit. We generate $R \cdot F$ new constraints for each combination of unique $r$ and $f$ such that $r \in [0, R - 1]$ and $f \in [0, F - 1]$

\[
\left( \sum_{l \in [0, (R \cdot F) - 1]} (x_{l,r,f} = \gamma) \right) \leq p_{r,f}.
\]

We further constrain our problem from the traditional variants of $n$-queens by requiring not only that no queen placed on the board attack another queen, but also by requiring that no two

---

4 Both for simplicity and performance reasons, we assume that any additional protection provided uses the same RAID configuration as the default RAID groupings. This assumption can be relaxed without loss of generality.
queens attack the same square. This requirement that attack domains not intersect is necessary to ensure the independence of calculated syndromes. Recall that each level of our board represents the protection problem for a given block. Informally, if two queens were both to attack the same square, it would mean the syndromes they represent are both calculated from a block on the same disk. Those two syndromes would then no longer be independent, as if the disk failed from that they were both calculated, they would suffer a correlated failure. We represent this with Constraint 4.

▶ **Constraint 4** (Non-intersection of Attack Domains). In addition to the constraint that no queen falls within the attack domain of another queen, we further constrain the problem by specifying that no attack domain may intersect the attack domain of another queen.

We add a level protection requirement as a constraint to specify that all disks are protected by at least \( P \) additional syndromes per block on the disk that contains data.

▶ **Constraint 5** (Level Protection Requirement). For a given level \( l \), the sum of the number of all indirect queens on that level must be greater than or equal to the protection requirement \( W \). We generate \( L \) new constraints for each \( l \in [0, (F * R) - 1] \) of the form

\[
\sum_{r \in [0, R - 1], f \in [0, F - 1]} (x_{l, r, f} = \Gamma) \geq W.
\]

This protection requirement \( W \) is level-independent and applies to all levels of a board, i.e. all blocks are required to have the same number of additional syndromes allocated.\(^5\)

▶ **Definition 11** (Satisfying Assignment of Variables in \( X \)). We define a satisfying assignment to be an assignment of each variable in \( X \) to exactly one value from \( V = Q \cup A \cup \{\epsilon\} \) such that this assignment satisfies Constraints 1, 2, 3, 4, and 5.

▶ **Theorem 12.** Constraint 4 holds for any solution: the attack domains of any two queens never intersect.

**Proof.** The proof follows from our construction and problem representation. From Definition 2, a board is defined by a set of variables, \( X \), where each variable has a single assignment from \( V = Q \cup A \cup \{\epsilon\} \), the set of variable assignments representing queens, attack domains, or empty squares not under attack. From Definition 11, all variables must have exactly one assignment from \( V \), thus two queens of different types may not both attack the same square as doing so would require that variable to have a non-unique assignment and instead take on the value of the tuple, \( \{\lambda, \gamma\} \). Thus the only case where the attack domains of two queens might overlap is when those queens are of the same type. From Definitions 6, 7, and 9 and Constraints 1 and 2 we know that a valid assignment for a board must contain \( F - 2 \) squares in the attack set of any queen (except a degenerate one) \(^4\). So if there are \( N \) non-degenerate queens of a given type on a board there must be \( N(F - 2) \) squares assigned to their attack domains. If two queens of the same type had overlapping attack domains, fewer than \( N(F - 2) \) squares would be assigned to the attack domains of those queens, violating Definitions 7 and 9, as well as violating Constraints 1 and 2. \( \square \)

▶ **Theorem 13.** The set of Constraints 1, 2, 3, 4, and 5 are both necessary and sufficient to ensure that any satisfying assignment to \( X \) represents a potential layout for a set of new independent reliability syndromes. If no such satisfying assignment is found, no such layout exists.

\(^5\) This level-independence can be relaxes, but is not recommended as it opens the question of block importance, for which there currently exists no domain-inspecific metric, and no metric at all for some domains.
Proof. For a satisfying assignment to represent a data layout that improves the reliability of the underlying data storage system it must provide:

Condition 1. A new, and empty, block that may be used to store the new independent reliability syndromes.

Condition 2. A set of blocks that can be used to calculate the new independent reliability syndromes.

Condition 3. \( W \) such sets per block to establish the required additional level of protection.

Constraint 3 is sufficient for Condition 1, as each indirect queen itself represents the storage location of a new syndrome and the population board is created by identifying empty blocks in the storage system by Definition 10. Constraint 5 is sufficient for Condition 3, by definition. These are both trivially sufficient for their respective conditions as well, by definition.

Condition 2, that of independence, relies on a given block being used once, and only once, for each independent form of syndrome calculation. Thus the same block may be involved in both a Galois field operation [2] and XOR parity calculation [6] but may not appear twice for in the equation for a given block. Two types of parity calculations are relevant for our proof. The first are those in the pre-existing storage system. The second are those needed for newly computed syndromes. From Definition 8 we know that the initial board consists of all pre-existing syndromes represented by linear queens from Definition 7. Constraint 1 requires that for a given queen it’s attack domain must take on the form of a straight line having either constant rank but independent file from Constraint 1.2, constant file but independent rank from Constraint 1.1, or independent rank and independent file from Constraint 1.3 ensuring independence. Newly computed syndromes are represented by indirect queens, given by Definition 9, placed by the SMT solver. These indirect queens have their attack sets constrained by Constraint 2 that also ensures independence. Taken together Constraints 1 and 2 ensure any syndrome computed or pre-existing is independent of every other block in its computation. Constraint 4 ensures any syndrome computed or pre-existing is independent of every other syndrome computation used for the same block. Thus we prove overall sufficiency as Constraints 1, 2, 3, 4, and 5 are sufficient for Conditions 1, 2, and 3.

If Constraint 3 is violated, not enough free space is available and Condition 1 does not hold. If Constraints 1, 2, or 4 are violated, independence does not hold, and Condition 2 is violated. If Constraint 5 is violated not all blocks are protected by the requisite number of syndromes, and Condition 3 is violated. Thus Constraints 1, 2, 3, 4, and 5 are necessary.

\( \Box \)

5.1 Improving Tractability Through Variable Domain Reduction

In order to improve tractability of our solution we attempt to reduce the possible solution space by reducing the cardinality of the domain of variables in \( X \) given by \( V = \mathbb{Q} \cup \mathbb{A} \cup \{\epsilon\} \). We propose that our problem representation can be simplified without loss of generality through the collapse of the variable domain.

Definition 14 (Variable Domain Collapse). We define our variable domain collapse as a process by that our domain \( V \) is collapsed from \( V = \{(\Delta, \Lambda, \Gamma) \cup \{\lambda, \gamma\} \cup \epsilon\} \) to \( V = \{\Delta, \Gamma, \gamma, \epsilon\} \) via the following reduction semantics:

\[
\begin{align*}
    x \in X | x = \Lambda & \rightarrow x = \Gamma \\
    x \in X | x = \lambda & \rightarrow x = \gamma
\end{align*}
\]

Theorem 15. Let \( X' \) be a satisfying assignment of \( X \) where each element \( x \in X \) is assigned exactly one value from \( V = \mathbb{Q} \cup \mathbb{A} \cup \epsilon \) such that this assignment satisfies Constraints 1, 2, 3, 4, 5.
and 5. For each \( x \) in \( X \) such that \( x = \lambda \) we assign \( x = \Gamma \). For each \( x \) in \( X \) such that \( x = \lambda \) we assign \( x = \gamma \). The resulting new assignment \( X'' \) is one where each element \( x \in X \) is assigned exactly one value from \( V = \{ \Delta, \Gamma, \gamma, \epsilon \} \) such that this assignment satisfies Constraints 1, 2, 3, 4, and 5. Given that \( X' \) is a satisfying assignment, \( X'' \) is also a satisfying assignment.

**Proof.** Application of the reduction semantics given by Definition 14 results in treating as equivalent the pairs of symbols \((\Lambda, \Gamma)\) and \((\lambda, \gamma)\). This has the potential to alter the correctness of Theorem 12 that relies on Definition 11, to prove all variables must have exactly one assignment from \( V \) to prove two queens of different types may not both attack the same square. If such were the case Theorem 12 shows doing so would require that square to have a non-unique assignment and instead take on the value of the tuple, \(\{\lambda, \gamma\}\). Definition 14, however, no longer requires a variable to take on a non-unique assignment, as \(\lambda\) and \(\gamma\) are now treated as equivalent. We can prove the result is still correct by noting Constraints 1 and 2 both require attack sets of \(F - 2\) squares for each unique queen. As such the attack domains of linear and indirect queens must not intersect or either Constraint 1 or Constraint 2 would be violated resulting in a solution that does not meet the requirements set out by Definition 11. Thus any solution that is satisfying without Definition 14 is also satisfying under Definition 14 as any satisfying placement of a linear queen is also a satisfying placement of an indirect queen. While the converse is not true, linear queens are placed only as part of the initial board given by Definition 8. So long as this initial placement satisfies 1 under the equivalence given by Definition 14, then any satisfying solution under Definition 11 is still a satisfying assignment. ◀

**Definition 16** (Reduction relations on variable assignments). We define a reduction relation over variable assignments.

\[
x_{l,r,f} \rightarrow \Delta \quad \text{if} \quad x_{l,r,f} \in A = \{\lambda, \Delta, \Lambda\}.
\]

Definition 16 allows us to reduce the total set of possible values a variable can be assigned by recognizing that the importance of linear and degenerate queens, and their attack domains, can be reduced to a single value representing a square that a new indirect queen, or it’s attack domain, cannot occupy due to Constraint 4.

### 5.2 Computational Complexity

While the less restrictive attack domains of our three new queen types would seem to make the problem less difficult than traditional \(n\)-queens, and more equivalent to the trivial \(n\)-Rooks problem [5, 37], the population constraints board serves to complicate the problem of queen placement, especially as the number of levels we must solve for grows polynomially. The population constraints board has the effect of creating attack domains in the \(z\)-axis when enough queens are placed in a column. Figure 7 shows the relative difficulty of solving this new variant \(n\)-queens problem vs. traditional \(n\)-queens, and highlights the additional complexity despite the more easily satisfied attack domains of our variant queens. While this graph suggests that scalability is an issue, we will address scalability concerns in Section 7 through a proposed compositional approach.

### 6 Solving with Z3

In order to determine if a given data center state and desired protection level is satisfiable, we utilized Z3 and encoded our problem in the form of variables and uninterpreted functions forming an SMT problem.

We encode these constraints into Z3 using the assertions shown in Figure 8. Assertion 5 sets the domain of the variables representing the board and ensures satisfaction of Constraint 4.
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Figure 7 Comparison of solution times for Z3 given the placement of $Y$ queens on a $Y \times Y$ traditional n-queens board and a $Y^2 \times Y \times Y$ variant n-queens board from our problem.

\[ \forall l \in L, \forall r \in R, \forall f \in F(x_{l,r,f} \in \{\lambda, \Delta, \Lambda, \epsilon\}) \]  
\[ \forall l \in L, \forall r \in R, \forall f \in F((r = \lfloor l/F \rfloor) \rightarrow (x_{l,r,f} = \Delta)) \]  
\[ \forall r \in R, \forall f \in F(p_{r,f} \geq \sum_l (x_{l,r,f} = \Gamma)) \]  
\[ \forall l \in L, \sum_{r, f} (x_{l,r,f} = \lambda) \geq W \cdot |F| \]  
\[ \forall l \in L, \sum_{r, f} (x_{l,r,f} = \Lambda) \geq W \]  

Figure 8 Equations which characterize the n-queens constraints for our variant problem as Z3 assertions.

Assertion 6 removes the entire rank containing the block we are protecting on a given level from the solution space of indirect queen placement due to preexisting dependence relationships, and ensures that Constraint 1 is satisfied. Assertion 7 removes any disk containing a block deduplicated with a block on the disk we are trying to protect due to a preexisting dependence relationship. Population limits are maintained by assertion 8. Assertion 9 satisfies a weaker form of Constraint 2 when coupled with Constraint 3 as it allows for an indirect queen to potentially have a larger than necessary attack set. Since this relaxation of Constraint 2 would result in a more reliable system, we utilize it to make the problem easier for Z3. Finally Assertion 10 ensures satisfaction of Constraint 5.

6.1 Cascading Solver

We utilized a cascading approach to our solver as discussed in our previous work [28]. This cascading solver addresses the possibilities of real-time constraints by first generating a further constrained model based on the Z3 assertions that are global with respect to the choice of level protection requirements, i.e. Assertions 5, 6, 7, and 8. Our cascading solver takes advantage of Z3’s capability to manage constraints in the form of a stack containing assertions. This stack of assertions may contain nested scopes that can be created and destroyed. We examine a set
of pre-computed tables that characterize the likelihood of a satisfying solution for our problem for various protection levels as a function of the Population Constraint Board. Specifically we examine both the number of resources available, and the entropy of those available resources. The entropy of resource allocation can be interpreted as a diversity metric. High entropy systems are those with more uniform resource distribution. Low entropy systems tend to have resources concentrated on a few disks.

We then solve for the global scope using Z3’s SimpleSolver to establish the initial model of our problem, and use this initial model for our cascading solution for the subsequent problems for \( q \in [q_p, q_s] \). The problem corresponding to \( q_s \) is known to be satisfiable due to the classification of our current system based on its resources and entropy, and we can prove that some \( q_s \) exists experimentally due to the fact that for \( q = 1 \) all possible systems are satisfiable. This solution for \( q_s \) guarantees that we will find some (possibly non-optimal) solution, providing additional reliability. We then solve the problems for the remaining \( q \in [q_p, q_s - 1] \) in ascending order (corresponding to higher probability of satisfiability) until we find an unsatisfiable result.

It is important to note that this solution technique does not result in the addition of a single additional syndrome at a time, as this would result in a non-optimal solution, and potentially lead us to believe no satisfying solution exists, when in fact one does due to accidentally overconstraining our problem through false assumptions. Instead it a successive solution of harder problems based on nested scoping in Z3, attempting to utilize the available time before our deadline is reached to find a solution, and then improve on that solution if time remains.

7 Experimental Results and Validation

In order to validate our results we conducted experiments with random initial system states for both population constraints boards, and data deduplication constraints. All experiments were run using a single EC2 c4.large instance with 2 virtual CPUs and 3.75 GiB of RAM. We implemented our solver to print out the resulting boards in a human readable format and hand checked the results, also collecting performance statistics for the Z3 solutions. The simulated systems were characterized by their total storage capacity in terms of terabytes with the assumption that each system consisted of a set of 1TB disks in an 8+2 configuration. Thus a 160TB system would consist of 160 disks in 16 ranks of 10 files each.

Figure 9 along with Figure 7 provide a summary of the results of our experiments. We found a sharp satisfiability cliff accompanying the population constraints board that correspond to the probability of a rank having no available space. This suggests an important observation to account for when moving forward with a full implementation of software-defined data centers, namely that balancing of over-provisioned space can be critical when such space becomes rare and the data center approaches capacity if the excess space is to be used to improve reliability. This limit is approached even more swiftly for large systems in which many levels are competing for the same population constraints within a rank.

We found the problem to be less sensitive to deduplication. While we eventually found a region of unsatisfiable problems at higher deduplication ratios, the more random placement of deduplicated references ameliorated their constraints on the solution space. It should also be noted that such constraints only became an issue at very high levels of deduplication, suggesting that deduplication based dependences are not as difficult to account for as might be expected.

The exponential growth in runtimes is somewhat concerning, as it seems to limit this solution technique to smaller storage systems, which presents a problem when confronted with the exponential growth of Big Data. Large-scale systems could potentially take infeasible amounts of time to solve if solved directly. As a consequence of this result we propose that larger systems be solved
compositionally. For instance, while a 160TB system takes 74 seconds to solve, if the system is blocked into two 80TB systems by decomposing individual ranks a satisfying solution for each system can be found within 2.5 seconds each, and can be solved in parallel. The exponential improvements found through compositional solution, coupled with the embarrassingly parallel nature of the SMT sub-problems created by partitioning the system by rank provides a very scalable alternative to attacking the entire problem at once. This method has the advantage of respecting dependence relationships, as when decomposed into separate sub-problems all relationships can be accounted for between sub-models in a trivial fashion since their proposed solutions will include only those ranks within a given sub-problem.

Since the population constraint board is known as part of the system state, we can choose to sort each rank into one of $S$ subproblems based on the rank of the population constraint board associated with the rank of the Latin board. The satisfiability of the subproblems, depending primarily on these population constraints, can be maximized by sorting the ranks on the basis of the population constraints associated with their columns. Using such a solution we are able to
scale linearly with the size of our data center. We note the potential to further improve solution by partitioning the initial system on a row-wise basis, as shown in Figure 10. By sorting rows based on available resources for additional syndromes, and the distribution of those resources, we may be able to optimize our compositional solution.

In Figure 11 we show the results of experiments we conducted for various board configurations of varying resource levels, and the entropy of those resources, giving the proportion of observed boards that were satisfiable, or unsatisfiable. We observe clear trends with respect to available resources (more resources indicates a higher probability of satisfiability), and the Shannon entropy of the distributions of those resources (higher entropy distributions are more satisfiable). Thus, for a given board, we can characterize the satisfiability of the sub-boards resulting from a row-wise decomposition, allowing us to optimize the sub-boards generated to maximize the probability the resulting system will be satisfiable for a chosen \( W \).

The run times of the resulting boards were likewise highly regular with respect to resources and their entropy, as shown in Figure 12. Again we note faster run times for higher numbers of available resources, and higher entropy distributions of those resources.

7.1 Application to Embedded and Resource Constrained Systems

The results of the experiments shown in Figures 11 and 12 describe a highly regular space can be generated when our problem is characterized in terms of available resources and entropy. This space is learnable for problems of a given size via estimation through a random sampling of the feature space to ensure coverage of various resource allocation levels, and entropies. We utilized the Kumaraswamy distribution [19] due to it’s beta-like properties for creating distributions with varying skewness and kurtosis, and due to the closed-form nature of it’s inverted distribution function [15] to generate a thorough exploration of the space of possible distributions for disk resources within a pre-existing RAID stripe. By controlling skewness and kurtosis we were able to produce a number of different resource entropies easily, to ensure even coverage of the underlying space.
We make the observation from Figure 11 that a given resource level and entropy level of those resources can be used to characterize the underlying system as either unsatisfiable for a given protection level $W$, satisfiable for a given protection level $W$, or probabilistically satisfiable for a given protection level $W$. In the case that our problem is probabilistically satisfiable, we note that the probability of satisfiability generally increases with increased entropy of resource distribution. We explain this finding intuitively by observing that higher diversity of positions (corresponding with a higher entropy) more often results in the possibility of a satisfiable solution as it eliminates competition between queens for independent resources within a given rank.

By generating this table in advance we can apply our technique selectively by first choosing some protection level that our tables indicate is solvable for a system with the currently observed resource levels and resource entropy, and solving that problem first. If time remains before our deadline is reached we can these use Figure 12 in conjunction with Figure 11 to estimate if it is reasonable to attempt a new, higher protection, solution. In this way even though not all disk layouts are satisfiable for all protection levels we can maximize the likelihood of finding a satisfying solution, and the probability of achieving a problem of high protection levels.
Figure 12 Maximum and mean time to solution for $W \in [1, 4]$ based on available resources, and the entropy of resource distribution.
Conclusions

In this paper we have presented a novel formulation of the $n$-queens problem using a modular Latin board, non-traditional queen variants, and column-based population constraints. This formulation serves as a translation of data dependence constraints and the problem of virtual syndrome creation for software-defined data structures into SMT allowing for efficient solution that allows for improved reliability with no additional hardware in over-provisioned systems. While our problem grows exponentially more difficult for larger storage systems, we provide a scalable way to achieve similar levels of protection through rank-wise decomposition of the problem space using population-constraint sorting into embarrassingly parallel subproblems.

The overhead of this method is minimized by several factors, the first being the ability of the cascading solution to learn the feasibility of the solution space to avoid searching for solutions to protection levels for which the likelihood of finding a satisfying solution is low, and second due to the low probability of the need to rebuild from these more complex syndromes. Our system can function as if it is protected only by RAID 5 or RAID 6 protections, ignoring the extra allocated blocks according to the schemes discussed in [31, 3]. This new method will form the basis for a performable dynamic RAID allocation system for use in large-scale storage systems serving cost-constrained organizations, providing an intelligent software stack that will help to combat the exponential growth of Big Data.

8.1 Future Work

Now that we have an efficient, scalable method for determining whether there exists a dynamic reliability syndrome that satisfies its data dependence constraints, we can move onto looking at other interesting optimizations. Currently we either generate a single strategy for additional syndrome allocation, or prove that no such allocation exists. However, the option is now open for us to harness more of the power of Z3 to query the solution space to optimize for secondary considerations, such as geometries that we find more attractive. For example, we may search for solutions with such features using the solution enumeration capabilities of Z3 [18].

We plan to implement our solution technique in a hardware-based middleware controller that monitors back-end data systems, and reshapes incoming file traffic to build the proposed dynamic allocations of RAID groups in response to predictions for overprovisioning. We can also envision an extension enabling data storage system designers to query Z3 regarding hypothetical disk configurations and data dependence constraints as they design a new storage system, thus enabling them to optimize their designs with respect to the robustness/cost tradeoff before purchasing any hardware.

Availability

We have made our implementation, all associated source code, and data available under the terms of the University of Illinois/NCSA Open Source License at our laboratory website http://trust.dataengineering.org/research/nqueens/.
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