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Abstract
Ontology embedding methods are powerful ap-
proaches to represent and reason over structured
knowledge in various domains. One advantage of
ontology embeddings over knowledge graph embed-
dings is their ability to capture and impose an un-
derlying schema to which the model must conform.
Despite advances, most current approaches do not
guarantee that the resulting embedding respects
the axioms the ontology entails. In this work, we
formally prove that normalized ELH has the strong
faithfulness property on convex geometric models,
which means that there is an embedding that pre-
cisely captures the original ontology. We present a

region-based geometric model for embedding nor-
malized ELH ontologies into a continuous vector
space. To prove strong faithfulness, our construc-
tion takes advantage of the fact that normalized
ELH has a finite canonical model. We first prove
the statement assuming (possibly) non-convex re-
gions, allowing us to keep the required dimensions
low. Then, we impose convexity on the regions and
show the property still holds. Finally, we consider
reasoning tasks on geometric models and analyze
the complexity in the class of convex geometric
models used for proving strong faithfulness.
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1 Introduction

Knowledge Graphs (KGs) are a popular method for representing knowledge using triples of the
form (subject, predicate, object), called facts.

Although public KGs, such as Wikidata [25], contain a large number of facts, they are
incomplete. This has sparked interest in using machine learning methods to suggest plausible facts
to add to the KG based on patterns found in the data. Such methods are based on knowledge
graph embedding (KGE) techniques, which aim to create representations of KGs in vector spaces.
By representing individuals in a vector space, these individuals can be ranked by how similar they
are to each other, based on a similarity metric.

Their proximity in a vector space may be indicative of semantic similarity, which can be
leveraged to discover new facts: if two individuals are close to each other in the embedding space,
it is likely that they share a pattern of relations to other individuals. These patterns of relations
can indicate of assertions not explicitly stated in the source knowledge graph.
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2:2 Strong Faithfulness for ELH Ontology Embeddings

Many attempts have been made to learn representations of knowledge graphs for use in
downstream tasks [8]. These methods have traditionally focused only on embedding triples (facts),
ignoring the conceptual knowledge about the domain expressed using logical operators. The former
corresponds to the “Assertion Box”(ABox) of the ontology, while the latter corresponds to the
“Terminological Box” (TBox) part of a knowledge base, with both being quite established notions
in the fields of Description Logic and Semantic Web [2, 12]. Embeddings that consider both types
of logically expressed knowledge are a more recent phenomenon (see Section 2), and we refer to
them as ontology embeddings, where the ontology can have both an ABox and a TBox. Ontology
embeddings offer advantages over traditional KGEs as they exploit the semantic relationships
between concepts and roles. This enables ontology embeddings to better capture rich and nuanced
relationships between concepts, making them good candidates for tasks requiring fine-grained
reasoning, such as hierarchical reasoning and logical inference.

One question that arises in the study of ontology embeddings is the following: how similar
to the source ontology are the generated embeddings? Being more strict, if we fix a semantics
in order to interpret the generated embeddings, are they guaranteed to precisely represent the
meaning of the source ontology and its entailments (of particular interest, the TBox entailments)?
This property is called the strong faithfulness property [20] and, so far, no previous work for EL
ontology embeddings has attempted to prove the property holds for their embedding method.
Moreover, the existence of embedding models satisfying this property for the ELH language has
not been formally proven. Given that ontologies languages in the EL family have received most
of the attention by the existing literature on ontology embeddings [22, 23, 1, 26, 14], this is a
significant gap which we investigate in this work.

Contribution

We investigate whether ELH has the strong faithfulness property over convex geometric models.
We first prove the statement for embeddings in low dimensions, considering a region-based
representation for (possibly) non-convex regions (Section 4). Also, we prove that the same
property does not hold when we consider convex regions and only 1 dimension. We then investigate
strong faithfulness on convex geometric models with more dimensions (Section 5). This result
contributes to the landscape of properties for embedding methods based on geometric models [5,
Proposition 11] and it provides the foundation of the implementation of FaithEL [16]. We do so
including embeddings for role inclusions, a problem that has not been well studied in the ELH
ontology embedding literature. We also consider model checking in convex geometric models, a
topic that has not been covered in previous works (Section 6).

2 Ontology Embeddings

Various methods for embedding ontologies have been proposed, with ontologies in the EL family
being their primary targets. EL is a simple yet powerful language.

These embedding methods are region-based, that is, they map concepts to regions and entities
to vectors (in some cases, entities are transformed into nominals and also embedded as regions),
and represent roles using translations or regions within the vector space.

The precise shape of the embedding regions varies depending on the method. In EmEL [19]
and ELem [15], the embeddings map concepts to n-dimensional balls. One disadvantage of this
approach is that the intersection between two balls is not itself a ball. Newer approaches addressing
this issue such as BoxEL, Box2EL, and ELBE [26, 14, 23], starting with BoxE [1], represent
concepts as n-dimensional boxes. BoxE introduced the use of so-called “translational bumps” to
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capture relations between entities, an idea followed by Box2EL. Another language, ALC, has been
studied under a cone semantics [20], which uses axis-aligned cones as its geometric interpretation.
In the context of KGEs, n-dimensional parallelograms have also been used in ExpressivE [21].

Other approaches for accommodating TBox axioms in the embeddings have also been considered.
Approaching the problem from a different direction, OWL2Vec* [7] targets the DL language
SROIQ and does not rely on regions, but uses the NLP algorithm word2vec to include lexical
information (such as annotations) along with the graph structure of an OWL ontology. Another
framework, TransOWL [9], uses background knowledge injection to improve link prediction for
models such as TransE and TransR. Additionally, there has been an increased interest in querying
KGEs, with strategies utilizing query rewriting techniques being put in place to achieve better
results [13].

Although expressively powerful and well performing in tasks such as subsumption checking
and link prediction, the generated embeddings often lack formal guarantees with respect to the
source ontology. In the KGE literature, it is a well known that, e.g., TransE [3] is unable to
model one-to-many relations (a difficulty present even in recent ontology embedding methods such
as BoxEL) or symmetric relations. This has spurted a quest for more expressive models, with
the intention of capturing an increasing list of relation types and properties such as composition,
intersection, hierarchy of relations, among others [17, 27, 24, 21].

Expressivity is a key notion in ontology embedding methods, which often also feature these
relation types and potentially other forms of constraints. For example, in Box2EL, ELem, and
ELBE [14, 15, 23], axioms of the form ∃r.C ⊑ ⊥ are only approximated by ∃r.⊤ ⊑ ⊥. This means
that strong TBox faithfulness is not respected. Moreover, only EmEL and Box2EL [19, 14] include
embeddings for role inclusions. In the case of EmEL, the axiom r ⊑ s also enforces s ⊑ r, which
means it is not strongly faithful, while Box2EL has also been shown to not be strongly faithful [5].

3 Basic Notions

3.1 The Description Logic ELH
Let NC , NR, and NI be countably infinite and pairwise disjoint sets of concept names, role names,
and individual names, respectively. ELH concepts C, D are built according to the syntax rule

C, D ::= ⊤ | ⊥ |A | (C ⊓D) | ∃r.C

where A ∈ NC and r ∈ NR. ELH concept inclusions (CIs) are of the form C ⊑ D, role inclusions
(RIs) are of the form r ⊑ s, ELH concept assertions are of the form A(a) and role assertions
are of the form r(a, b), where A ∈ NC , a, b ∈ NI , r, s ∈ NR, and C, D range over ELH concepts.
Instance queries (IQs) are role assertions or of the form C(a), with C being an arbitrary ELH
concept. An ELH axiom is an ELH CI, an RI, or an IQ. A normalized ELH TBox is one that
only contains CIs of the following forms:

A1 ⊓A2 ⊑ B, ∃r.A ⊑ B, and A ⊑ ∃r.B

where A1, A2, A, B ∈ NC and r ∈ NR. We say that an ELH concept is in normal form if it is
of the form A, ∃r.A, or A ⊓ B, with A, B ∈ NC and r ∈ NR. Similarly, an ELH ontology is in
normal form if its TBox part is a normalized ELH TBox. An IQ is in normal form if it is a role
assertion or of the form C(a) with C being a concept in normal form. The semantics of ELH is
defined classically by means of interpretations I = (∆I , ·I), where ∆I is a non-empty countable
set called the interpretation domain, and ·I is an interpretation function mapping each concept
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2:4 Strong Faithfulness for ELH Ontology Embeddings

name A in NC to a subset AI of ∆I , each role name r in NR to a binary relation rI ⊆ ∆I ×∆I ,
and each individual name a in NI to an element aI ∈ ∆I . We extend the function ·I inductively
to arbitrary concepts by setting ⊤I := ∆I , ⊥I := ∅, and

(C ⊓D)I := CI ∩DI , and
(∃r.C)I := {d ∈ ∆I | ∃e ∈ CI such that (d, e) ∈ rI}.

An interpretation I satisfies: (1) C ⊑ D iff CI ⊆ DI ; (2) r ⊑ s iff rI ⊆ sI , (3) C(a) iff aI ∈ CI ;
(4) r(a, b) iff (aI , bI) ∈ rI .

An ELH TBox T (Terminological Box) is a finite number of ELH concept and role inclusions.
An ELH ABox A (Assertion Box) is a finite number of ELH concept and role assertions. The
union of a TBox and an ABox forms an ELH ontology. An ELH ontology O entails an ELH axiom
α, in symbols O |= α if for every interpretation I, we have that I |= O implies I |= α (we may
write similarly for the CI and RI entailments of a TBox). We denote by NC(O), NR(O), NI(O)
the set of concept names, role names, and individual names occurring in an ontology O. We may
also write NI(A) for the set of individual names occurring in an ABox A. The signature of an
ontology O, denoted sig(O), is the union of NC(O), NR(O), and NI(O).

3.2 Geometric models
We go from the traditional model-theoretic interpretation of the ELH language to geometric
interpretations, using definitions from previous works by [10] and [6]. Let m be a natural number
and f : Rm × Rm 7→ R2·m a fixed but arbitrary linear map satisfying the following:
1. the restriction of f to Rm × {0}m is injective;
2. the restriction of f to {0}m × Rm is injective;
3. f(Rm × {0}m) ∩ f({0}m × Rm) = {02·m};
where 0m denotes the vector (0, ..., 0) with m zeros. We say that a linear map that satisfies Points
1, 2, and 3 is an isomorphism preserving linear map.

▶ Example 1. The concatenation function is a linear map that satisfies Points 1, 2, and 3. E.g.,
if we have vectors v1 = (n1, n2, n3) and v2 = (m1, m2, m3) then for f being the concatenation
function we would have f(v1, v2) = (n1, n2, n3, m1, m2, m3). Other linear maps that satisfy
Points 1, 2, and 3 can be created with permutations. E.g., defining the function f such that
f(v1, v2) = (n1, m1, n2, m2, n3, m3).

▶ Definition 2 (Geometric Interpretation). Let f be an isomorphism preserving linear map and
m a natural number. An m-dimensional f -geometric interpretation η of (NC , NR, NI) assigns to
each

A ∈ NC a region η(A) ⊆ Rm

r ∈ NR a region η(r) ⊆ R2·m, and
a ∈ NI a vector η(a) ∈ Rm.

We now extend the definition for arbitrary ELH concepts:

η(⊥) := ∅
η(⊤) := Rm,

η(C ⊓D) := η(C) ∩ η(D), and
η(∃r.C) := {v ∈ Rm | ∃u ∈ η(C) with f(v, u) ∈ η(r)}.

Intuitively, the function f combines two vectors that represent a pair of elements in a classical
interpretation relation. An m-dimensional f -geometric interpretation η satisfies
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an ELH concept assertion A(a), if η(a) ∈ η(A),
a role assertion r(a, b), if f(η(a), η(b)) ∈ η(r),
an ELH IQ C(a), if η(a) ∈ η(C),
an ELH CI C ⊑ D, if η(C) ⊆ η(D), and
an RI r ⊑ s, if η(r) ⊆ η(s).

We write η |= α if η satisfies an ELH axiom α. When speaking of m-dimensional f-geometric
interpretations, we may omit m-dimensional and f-, as well as use the term “model” instead
of “interpretation”. A geometric interpretation satisfies an ontology O, in symbols η |= O, if it
satisfies all axioms in O. We say that a geometric interpretation is finite if the regions associated
with concept and role names have a finite number of vectors and we only need to consider a finite
number of individual names, which is the case when considering the individual names that occur
in an ontology.

Motivated by the theory of conceptual spaces and findings on cognitive science [11, 28], and by
previous work on ontology embeddings for quasi-chained rules [10], we consider convexity as an
interesting restriction for the regions associated with concepts and relations in a geometric model.

▶ Definition 3. A geometric interpretation η is convex if, for every E ∈ NC ∪ NR, every
v1, v2 ∈ η(E) and every λ ∈ [0, 1], if v1, v2 ∈ η(E) then (1− λ)v1 + λv2 ∈ η(E).

▶ Definition 4. Let S = {v1, . . . , vm} ⊆ Rd. A vector v is in the convex hull S∗ of S iff there
exist v1, . . . , vn ∈ S and scalars λ1, λ2, ..., λn ∈ R such that

v =
n∑

i=1
λivi = λ1v1 + λ2v2 + ... + λnvn,

where λi ≥ 0, for i = 1, . . . , n, and
∑n

i=1 λi = 1.

Apropos of convexity, we highlight and prove some of its properties used later in our results.

▶ Proposition 5. For finite S1, S2 ⊆ Rd, where d is an arbitrary dimension, we have that S1 ⊆ S2
implies S∗

1 ⊆ S∗
2 .

In the following, whenever we say a vector is binary, we mean that its values in each dimension
can only be 0 or 1.

▶ Theorem 6. Let S ⊆ {0, 1}d where d is an arbitrary dimension. For any n ∈ N, for any
v =

∑n
i=1 λivi, such that vi ∈ S, if v ∈ S∗ \ S then v is non-binary.

▶ Corollary 7. If v is binary and v ∈ S∗ then v ∈ S.

Finally, we define strong faithfulness based on the work by [20].

▶ Definition 8 (Strong Faithfulness). Let O be a satisfiable ontology (or any other representation
allowing the distinction between IQs and TBox axioms). Given an m-dimensional f-geometric
interpretation η, we say that:

η is a strongly concept-faithful model of O iff, for every concept C and individual name b, if
η(b) ∈ η(C) then O |= C(b);
η is a strongly IQ faithful model of O iff it is strongly concept-faithful and for each role r and
individual names a, b: if f(η(a), η(b)) ∈ η(r), then O |= r(a, b);
η is a strongly TBox-faithful model of O iff for all TBox axioms τ : if η |= τ , then O |= τ .
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2:6 Strong Faithfulness for ELH Ontology Embeddings

▶ Example 9. Let O be an ontology given by T ∪ A with T = {A ⊑ B} and A = {A(a), B(b)}.
Let ηI be a (non-convex) geometric interpretation of O in R, where ηI(A) = {0, 1, 2}, ηI(B) =
{0, 1, 2, 3}, ηI(a) = 2, and ηI(b) = 3. Note that O |= A(a) and O |= B(b), and by definition
ηI(a) ∈ ηI(A), ηI(b) ∈ ηI(B). Also, O |= A ⊑ B and ηI(A) ⊆ ηI(B). So one can see that ηI is
both a strongly concept and TBox-faithful model of O. If we let η′

I be a geometric interpretation
such that η′

I(A) = {0, 1, 2, 3} = ηI(B), we now have that η′
I(b) ∈ η′

I(A), which means η′
I is not a

strongly concept-faithful model of O (since O ̸|= A(b)), and we have that η′
I(B) ⊆ η′

I(A), which
means it is not a strongly TBox-faithful model of O (since O ̸|= B ⊑ A).

We say that an ontology language has the strong faithfulness property over a class of geo-
metric interpretations C if for every satisfiable ontology O in this language there is a geometric
interpretation in C that is both a strongly IQ faithful and a strongly TBox faithful model of O.

The range of concepts, roles, and individual names in Definition 8 varies depending on the
language and setting studied. We omit the notion of weak faithfulness by [20] as it does not apply
for ELH since ontologies in this language are always satisfiable (there is no negation). The “if-then”
statements in Definition 8 become “if and only if” when η satisfies the ontology. Intuitively, strong
faithfulness expresses how similar the generated embedding is to the original ontology.

We observe that strong faithfulness with respect to the TBox component of the ontology is
extremely desirable: it guarantees that concept and role inclusions are also enforced when coupled
with a geometric interpretation in the embedding space. On the other hand, strong IQ faithfulness
is not a desirable property for learned embeddings. Although this might seem counter-intuitive at
first, it is a reasonable statement: an embedding that is strongly IQ faithful is unsuitable for link
prediction, as the only assertions that hold in the embedding are those that already hold in the
original ontology. This means that no new facts are truly discovered by the model. Here we prove
both strong TBox and IQ faithfulness for ELH for theoretical reasons.

Finally, observe that an embedding model that is both strongly TBox and IQ faithful must
have the same TBox and IQ consequences as the original ontology. This is a stronger requirement
than establishing that an embedding model for an ontology O (within a method) exist if and only
if a classical model for O exists, which is a property of sound and complete embedding methods [5].

4 Strong Faithfulness

In this section we prove initial results about strong faithfulness for ELH. In particular, we prove
that ELH has the strong faithfulness property over m-dimensional f -geometric interpretations
for any m ≥ 1 but this is not the case if we require that regions in the geometric interpretations
are convex. We first introduce a mapping from classical interpretation to (possibly) non-convex
geometric interpretations and then use it with the notion of canonical model to establish strong
faithfulness for ELH.

▶ Definition 10. Let I = (∆I , ·I) be a classical ELH interpretation, and we assume without loss
of generality, since ∆I is non-empty and countable, that ∆I is a (possibly infinite) interval in N
starting on 0. Let µ̄ : ∆I 7→ R1 be a mapping from our classical interpretation domain to a vector
space where:

µ̄(d) =
{

(−∞,−d] ∪ [d,∞), if ∆I is finite and d = max(∆I),
(−d− 1,−d] ∪ [d, d + 1), otherwise.

where d ∈ N and (−d− 1,−d] and [d, d + 1) are intervals over R1, closed on d and −d, and open
on d + 1 and −d− 1.
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Figure 1 A partial visualization (showing only the positive section of the real line) of a geomet-
ric interpretation η̄I where elements d0 . . . d3 are mapped to their respective intervals, and where
µ̄(d0), µ̄(d2), µ̄(d3) ∈ η̄I(A) and µ̄(d2) ∈ η̄I(B).

▶ Remark 11. For any interpretation I, µ̄ covers the real line, that is,
⋃

d∈∆I µ̄(d) = R1.

▶ Definition 12. We call η̄I the geometric interpretation of I and define it as follows. Let I be a
classical ELH interpretation. The geometric interpretation of I, denoted η̄I , is defined as:

η̄I(a) := d, such that d = aI , for all a ∈ NI ,

η̄I(A) := {v ∈ µ̄(d) | d ∈ AI}, for all A ∈ NC , and
η̄I(r) := {f(v, e) | v ∈ µ̄(d) for (d, e) ∈ rI}, for all r ∈ NR.

In Figure 1, we illustrate with an example the mapping in Definition 12. We now show that
for (possibly) non-convex geometric models, a classical interpretation I models arbitrary IQs and
arbitrary TBox axioms if and only if their geometrical interpretation η̄I also models them.

▶ Theorem 13. For all ELH axioms α, I |= α iff η̄I |= α.

We now provide a definition of canonical model for ELH ontologies inspired by a standard
chase procedure. In our definition, we use a tree shaped interpretation ID of an ELH concept
D, with the root denoted ρD. This is defined inductively. For D a concept name A ∈ NC we
define IA as the interpretation with ∆IA := {ρA}, AIA := {ρA}, and all other concept and role
names interpreted as the empty set. For D = ∃r.C, we define ID as the interpretation with
∆ID := {ρD} ∪∆IC , all concept and role name interpretations are as for IC except that we add
(ρD, ρC) to rID and assume ρD is fresh (i.e., it is not in ∆IC ). Finally, for D = C1 ⊓C2 we define
∆ID := ∆IC1 ∪ (∆IC2 \ {ρC2}), assuming ∆IC1 and ∆IC2 are disjoint, and with all concept and
role name interpretations as in IC1 and IC2 , except that we connect ρC1 with the elements of
∆IC2 in the same way as ρC2 is connected. That is, we identify ρC1 with the root ρC2 of ID2 .

▶ Definition 14. The canonical model ĪO of a satisfiable ELH ontology O is defined as the union
of a sequence of interpretations I0, I1, . . ., where I0 is defined as:

∆I0 := {a | a ∈ NI(A)},
AI0 := {a | A(a) ∈ A} for all A ∈ NC , and
rI0 := {(a, b) | r(a, b) ∈ A}, for all r ∈ NR.

Suppose In is defined. We define In+1 by choosing a CI or an RI in O and applying one of the
following rules:

if C ⊑ D ∈ O and d ∈ CIn \DIn then define In+1 as the result of adding to In a copy of the
tree shaped interpretation ID and identifying d with the root of ID (assume that the elements
in ∆ID are fresh, that is, ∆ID ∩∆In = ∅);
if r ⊑ s ∈ O and (d, e) ∈ rIn \ sIn then set In+1 as the result of adding (d, e) to sIn .

We assume the choice of CIs and RIs and corresponding rule above to be fair, i.e., if a CI or RI
applies at a certain place, it will eventually be applied there.
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2:8 Strong Faithfulness for ELH Ontology Embeddings

A B

Figure 2 An illustration of the region ηI(A) ∩ ηI(B).

▶ Theorem 15. Let O be a satisfiable ELH ontology and let ĪO be the canonical model of O
(Definition 14). Then,

for all ELH IQs and CIs α over sig(O), ĪO |= α iff O |= α; and
for all RIs α over sig(O), ĪO |= α iff O |= α.

We are now ready to state our theorem combining the results of Theorems 13 and 15 and the
notion of strong faithfulness for IQs and TBox axioms.

▶ Theorem 16. Let O be a satisfiable ELH ontology and let ĪO be the canonical model of O
(see Definition 14). The m-dimensional f -geometric interpretation of ĪO (see Definition 12) is a
strongly IQ and TBox faithful model of O.

What Theorem 16 demonstrates is that the existence of canonical models for ELH allows us to
connect our result relating classical and geometric interpretations to faithfulness. This property
of canonical models is crucial and can potentially be extended to other description logics that
also have canonical models (however, many of such logics do not have polynomial size canonical
models, a property we use in the next section, so we focus on ELH in this work).

▶ Corollary 17. For all m ≥ 1 and isomorphism preserving linear maps f , ELH has the strong
faithfulness property over m-dimensional f -geometric interpretations.

However, requiring that the regions of the geometric model are convex makes strong faithfulness
more challenging. The next theorem hints that such models require more dimensions and a more
principled approach to map ELH ontologies in a continuous vector space.

▶ Theorem 18. ELH does not have the strong faithfulness property over convex 1-dimensional
f -geometric models.

Proof. We reason by cases in order to show impossibility of the strong faithfulness property for
the class of convex 1-dimensional f -geometric model for arbitrary ELH ontologies. Let O be an
ELH ontology, A, B, C ∈ NC concept names, a, b ∈ NI individuals, and let η(A), η(B), η(C),
η(a), and η(b) be their corresponding geometric interpretations to R1. Assume O |= A ⊓ B(a).
There are three initial cases on how to choose the interval placement of η(A) and η(B):

Null intersection: (η(A) ∩ η(B)) = ∅.
If (η(A) ∩ η(B)) = ∅, then either (η(a) ∈ η(A) and (η(a) ̸∈ η(B), or (η(a) ∈ η(B) and
(η(a) ̸∈ η(A). Recall the definition of satisfiability for concept assertions. Since we assumed
O |= A⊓B(a), we would want our geometric interpretation to be such that η(a) ∈ η(A)∩η(B),
a contradiction.
Total inclusion: η(A) ⊆ η(B) and/or η(B) ⊆ η(A).
Consider an extension O′ of our ontology where O′ |= A(c) and O′ ̸|= B(c). If we let
η(A) ⊆ η(B), it is clear that our ontology cannot be faithfully modeled, since by our assumption
of total inclusion, we would have that η(c) ∈ η(A) and η(c) ∈ η(B), which goes against
O′ ̸|= B(c). The same holds for the total inclusion in the other direction, where η(B) ⊆ η(A).
Therefore, we go to our last initial case to be considered.
Partial intersection: (η(A) ∩ η(B)) ̸= ∅.
This is in fact the only way of faithfully giving a geometric interpretation to our concept
assertion A ⊓B(a), while still leaving room for ABox axioms such that an arbitrary element
could belong to one of our classes A or B without necessarily belonging to both of them. Then,
η(A) ∩ η(B) and η(A) ̸⊆ η(B) nor η(B) ̸⊆ η(A).
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After having forced the geometric interpretation of our two initial concepts A and B to partially
intersect, we now show that by adding a third concept C, in which O |= A ⊓ B ⊓ C(a), either
η(A) ⊂ η(B)∪ η(C) or η(B) ⊂ η(A)∪ η(C), even though this interpretation is not included in our
original ontology. We are unable to include a concept assertion A(a) ∈ O without also having
that η(a) ∈ η(C) in our geometric interpretation, or likewise for the case in which B(a) ∈ O.

Stemming from the fact that our geometric interpretation must be convex, and it is modeled
in an euclidean R1 space, we can visualize our classes A, B, and C as intervals on the real line.
Assume, without loss of generality, that η(A) is placed to the left of η(B) (see Figure 2). Then, C

can only be placed either to the right of B or to the left of A.
By reasoning in the same way as before, we know that η(C) must partially intersect with either

η(A) or η(B), so one end of the interval representing C must be placed in η(A) ∩ η(B), without
us having that either η(C) ⊆ η(A), η(C) ⊆ η(B), η(C) ⊆ η(A) ∩ η(B) or η(C) ⊆ η(A) ∪ η(B).
This last requirement is due to the fact that we want to be able to have an ontology such that
O |= C(a) and where O ̸|= A(a), O ̸|= B(a), or O ̸|= A(a) ⊓ B(a). Assuming the intersection
between η(A) and η(B) ̸= ∅ there are three more cases to be considered:

C is in the intersection of A and B: η(C) ⊆ η(A) ∩ η(B) (Fig. 2 (a)).
If η(C) ⊆ η(A) ∩ η(B), it is immediately clear that by extending O such that O |= C(b) but
O ̸|= A(b), we would end up with η(b) ∈ η(C). But since we assumed that η(C) ⊆ η(A)∩ η(B),
this means that η(b) ∈ η(A), and therefore our geometric interpretation would model the
concept assertion A(b), a contradiction.
C goes from the intersection: η(A) ∩ η(B) to η(A) \ η(B) (Fig. 2 (b)).
In this situation, we would have η(C) ⊆ η(A), and if O |= C(a), we would necessarily have
that η(a) ∈ η(C), but this means we would also have η(a) ∈ η(A), leading to the unwarranted
consequence that η |= A(a). There is one last case.
C is placed in a region such that: η(C) ∩ (η(A) ∪ η(B)) ̸= ∅ and η(C) \ (η(A) ∪
η(B)) ̸= ∅ (Fig. 2 (c)).
This would mean that η(B) ⊆ η(A) ∪ η(C), and that any concept assertion B(a) would entail
either C(a) or A(a) in our geometric interpretation, while it is not necessary that O |= A(a) or
O |= B(a). Since we are in R1, this desired placement can happen either to the right or to the
left of the number line. By assumption that η(A) has been placed to the left of η(B) as shown
in Figure 2 and following, we have just shown that placing η(C) to the right of η(B) leads to a
contradiction. The same reasoning applies if we choose to place it to the left of η(A).

There are no more cases to be considered. ◀

The problem illustrated in Theorem 18 arises even if the ontology language does not have
roles (as it is the case, e.g., of Boolean ALC, investigated by [20]). It also holds if we restrict
to normalized ELH. We address the problem of mapping normalized ELH ontologies to convex
geometric models in the next section.

5 Strong Faithfulness on Convex Models

We prove that normalized ELH has the strong faithfulness property over a class of convex geometric
models. We introduce a new mapping µ from the domain of a classical interpretation I to a vector
space and a new geometric interpretation ηI based on this mapping. Our proofs now require us to
fix the isomorphism preserving linear map f used in the definition of geometric interpretations
(Definition 2). We choose the concatenation function, denoted ⊕, as done in the work by [10].
The strategy for proving strong faithfulness for normalized ELH requires us to (a) find a suitable
non-convex geometric interpretation for concepts and roles, and (b) show that the convex hull of
the region maintains the property intact.

TGDK



2:10 Strong Faithfulness for ELH Ontology Embeddings

A B

C

A B

C

A B

C

(a)

(b)

(c)

Figure 3 The three possible cases when there is an element in the intersection of A, B, C.

µ(d) = 1 1 1... ...

a0 A0 An

0 0

r0, d0

0 0 0... ...

am r0, dp ro, d0 ro, dp

Figure 4 A mapping to the binary vector µ(d) when d ∈ ∆I , where d ∈ aI
0 , d ∈ AI

0 and (d, d0) ∈ rI
0 .

▶ Definition 19. Let I = (∆I , ·I) be a classical ELH interpretation, and O an ELH ontology.
We start by defining a new map µ : ∆I 7→ Rd, where d corresponds to |NI(O)| + |NC(O)| +
|NR(O)| · |∆I |. We assume, without loss of generality, a fixed ordering in our indexing system for
positions in vectors, where indices 0 to |NI(O)| − 1 correspond to the indices for individual names;
|NI(O)| to k = |NI(O)| + |NC(O)| − 1 correspond to the indices for concept names; and k to
k + (|NR(O)| · |∆I |)− 1 correspond to the indices for role names together with an element of ∆I .
We adopt the notation v[a], v[A], and v[r, d] to refer to the position in a vector v corresponding
to a, A, and r together with an element d, respectively (according to our indexing system). For
example, v[a] = 0 means that the value at the index corresponding to the individual name a is 0.
A vector is binary iff v ∈ {0, 1}d. We now define µ using binary vectors. For all d ∈ ∆I , a ∈ NI ,
A ∈ NC and r ∈ NR:

µ(d)[a] = 1 if d = aI , otherwise µ(d)[a] = 0,
µ(d)[A] = 1 if d ∈ AI , otherwise µ(d)[A] = 0, and
µ(d)[r, e] = 1 if (d, e) ∈ rI , otherwise µ(d)[r, e] = 0.

Figure 4 illustrates a possible mapping for element d ∈ ∆I , where d ∈ aI
0 , d ∈ AI

0 and
(d, d0) ∈ rI

0 .

▶ Example 20. Let O be an ontology such as in Example 9, with T = {A ⊑ B}, A being extended
to A′ = {A(a), B(b), r(a, b)}. Let I be an interpretation such that ∆I = {d, e}, with aI = d,
bI = e, rI = {(d, e)}, AI = {d}, and BI = {d, e}. In this case, µ : ∆I 7→ R6, with |NI(O)| = 2
(corresponding to a and b), |NC(O)| = 2 (corresponding to A and B), and |NR(O)| · |∆I | = 2
corresponding to r, d, and e. Assume our ordering in the definition holds, and assume further
that the names in the signature of O are ordered alphabetically. We have that the six dimensions
correspond to, respectively: a, b, A, B, [r, d], [r, e]. By applying the mapping to the elements of ∆I ,
we get the vectors µ(d) = (1, 0, 1, 1, 0, 1) and µ(e) = (0, 1, 0, 1, 0, 0).

We now introduce a definition for (possibly) non-convex geometric interpretations, in line with
the mapping µ above.
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▶ Definition 21. Let I be a classical ELH interpretation. The geometric interpretation of I,
denoted ηI , is defined as:

ηI(a) := µ(aI), for all a ∈ NI ,

ηI(A) := {µ(d) | µ(d)[A] = 1, d ∈ ∆I}, for all A ∈ NC ,

ηI(r) := {µ(d)⊕ µ(e) | µ(d)[r, e] = 1, d, e ∈ ∆I}, for all r ∈ NR.

We provide two examples, one covering both concept and role assertions, and one (which can
be represented graphically), covering only concept assertions.

▶ Example 22. Let O, I be as in Example 20. Then, the geometric interpretation ηI of I is as:
ηI(a) = µ(d), ηI(b) = µ(e), ηI(A) = {µ(d)}, ηI(B) = {µ(d), µ(e)}, ηI(r) = {µ(d) ⊕ µ(e)}. We
remark that this is a strongly faithful TBox embedding.

An intuitive way of thinking about our definition µ is that it maps domain elements to a subset
of the vertex set of the d-dimensional unit hypercube (see Example 23).

0

1

1

1

a

A

B

µ(e)

µ(d)

Figure 5 A mapping of µ(d) and µ(e) according to interpretation I. The axes colored in red, blue,
and green correspond to the dimensions associated with a, A, and B, respectively.

▶ Example 23. Consider A, B ∈ NC and a ∈ NI . Let I be an interpretation with d, e ∈ ∆I such
that d = aI , d ∈ AI , and e ∈ AI ∩ BI . We illustrate µ(d) and µ(e) in Figure 5. In symbols,
µ(d)[a] = 1, µ(d)[A] = 1, and µ(d)[B] = 0, while µ(e)[a] = 0, µ(e)[A] = 1, and µ(e)[B] = 1.

Before proving strong faithfulness with convex geometric models, we show that ηI preserves
the axioms that hold in the original interpretation I. It is possible for two elements d, e ∈ ∆I

to be mapped to the same vector v as a result of our mapping µ. This may happen when d, e

̸∈ {aI | a ∈ NI} but it does hinder our results.

▶ Proposition 24. If µ(d) = µ(e), then d ∈ CI iff e ∈ CI .

We use a similar strategy as before to prove our result.

▶ Theorem 25. For all ELH axioms α, I |= α iff ηIO |= α.

TGDK
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Since the definition of ηI uses vectors in a dimensional space that depends on the size of ∆I

and O, we need the canonical models to be finite. Therefore, we employ finite canonical models
for normalized ELH because canonical models for arbitrary ELH CIs are not guaranteed to be
finite. Our definition of canonical model is a non-trivial adaptation of other definitions found in
the literature (e.g., [4, 18]).

Let A be an ELH ABox, T a normalized ELH TBox, and O := A ∪ T . We first define:

∆IO
u := {cA |A ∈ NC(O) ∪ {⊤}} and

∆IO
u+ := ∆IO

u ∪ {cA⊓B |A, B ∈ NC(O)} ∪ {c∃r.B | r ∈ NR(O), B ∈ NC(O) ∪ {⊤}}.

▶ Definition 26. The canonical model IO of O is defined as

∆IO := NI(A) ∪∆IO
u+, aIO := a,

AIO := {a ∈ NI(A) | O |= A(a)} ∪ {cD ∈ ∆IO
u+ | T |= D ⊑ A}, and

rIO := {(a, b) ∈ NI(A)×NI(A) | O |= r(a, b)} ∪
{(a, cB) ∈ NI(A)×∆IO

u | O |= ∃r.B(a)} ∪ {(c∃s.B , cB) ∈ ∆IO
u+ ×∆IO

u | T |= s ⊑ r}

∪ {(cD, cB) ∈ ∆IO
u+ ×∆IO

u | T |= D ⊑ A, T |= A ⊑ ∃r.B, for some A ∈ NC(O)},

for all a ∈ NI , A ∈ NC , and r ∈ NR.

The following holds for the canonical model just defined.

▶ Theorem 27. Let O be a normalized ELH ontology. The following holds
for all ELH IQs and CIs α in normal form over sig(O), IO |= α iff O |= α; and
for all RIs α over sig(O), IO |= α iff O |= α.

The main difference between our definition and other canonical model definitions in the
literature is related to our purposes of proving strong faithfulness, as we discuss in Section 5. We
require the CIs and RIs (in normal form and in sig(O)) that are entailed by the ontology are
exactly those that hold in the canonical model.

▶ Theorem 28. Let O be an ELH ontology and let IO be the canonical model of O (Definition 26).
The d-dimensional (possibly non-convex) ⊕-geometric interpretation ηIO of IO is a strongly and
IQ and TBox faithful model of O.

We now proceed with the main theorems of this section. Note that the dimensionality of the
image domain of µ can be much higher than the one for µ̄ in Section 4 (which can be as low as
just 1, see Corollary 17). We use the results until now as intermediate steps to bridge the gap
between classical and convex geometric interpretations. In our construction of convex geometric
interpretations, the vectors mapped by µ and the regions given by the non-convex geometric
interpretation ηI are the anchor points for the convex closure of these sets. We introduce the
notion of the convex hull of a geometric interpretation ηI using Definition 4.

▶ Definition 29. We denote by η∗
I the convex hull of the geometric interpretation ηI and define

η∗
I as follows:

η∗
I(a) := µ(aI), for all a ∈ NI ;

η∗
I(A) := {µ(d) | d ∈ AI}∗, for all A ∈ NC ; and
η∗

I(r) := {µ(d)⊕ µ(e) | (d, e) ∈ rI}∗, for all r ∈ NR.
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▶ Remark 30. In Definition 29, η∗
I(a) = ηI(a) for all a ∈ NI . We include the star symbol in the

notation to make it clear that we are referring to the geometric interpretation of individual names
in the context of convex regions for concepts and roles.

▶ Theorem 31. Let ηI be a geometric interpretation as in Definition 21. If α is an ELH CI, an
ELH RI, or an ELH IQ in normal form then ηI |= α iff η∗

I |= α.

We are now ready to consider strong IQ and TBox faithfulness for convex regions.

▶ Theorem 32. Let O be a normalized ELH ontology and let IO be the canonical model of O
(Definition 26). The d-dimensional convex ⊕-geometric interpretation of IO (Definition 29) is a
strongly IQ and TBox faithful model of O.

We now state a corollary analogous to Corollary 17, though here we cannot state it for all classes
of m-dimensional f -geometric interpretations (we know by Theorem 18 that this is impossible for
any class of 1-dimensional geometric interpretations). We omit “m-dimensional” in Corollary 33 to
indicate that this holds for the larger class containing geometric interpretations with an arbitrary
number of dimensions (necessary to cover the whole language).

▶ Corollary 33. Normalized ELH has the strong faithfulness property over ⊕-geometric interpret-
ations.

▶ Remark 34 (Number of parameters). The final number of parameters for the convex geometric
interpretation ηIO of the canonical model IO built on ontology O is, thus: O(d · n) where d is the
embedding dimension given by map µ (Definition 19), and n = |∆IO |.

6 Model Checking on Geometric Models

Here we study upper bounds for the complexity of model checking problems using convex geometric
models as those defined in Definition 29 and normalized ELH axioms. The results and algorithms
in this section are underpinned by Theorem 31, which allow us to use ηI instead of η∗

I for model
checking purposes. The advantage of using ηI instead of η∗

I is that the algorithms need to inspect
only finitely many elements in the extension of each concept and each role, as long as the original
interpretation I has finite domain (and we only need to consider a finite number of concept, role,
and individual names). For example, let I = (∆I , ·I) with ∆I finite. If A ∈ NC then η∗

I(A) can
have infinitely many elements, while ηI(A) will have at most |∆I | elements (by Definition 21).
Before presenting the algorithms, we discuss some assumptions that facilitate our analysis:
1. indexing vectors and comparing primitive types use constant time;
2. accessing the extension of an individual, concept, or role name in ηI takes constant time;
3. iterating over ηI(A) (and also ηI(r)) consumes time O(|∆I |) (O(|∆I | · |∆I |)) for all A ∈ NC

(r ∈ NR); and
4. if A ∈ NC (r ∈ NR), testing if v ∈ ηI(A) (v ∈ ηI(r)) consumes time O(d · |∆I |) (O(d ·
|∆I | · |∆I |)).

Assumption (1) is standard when analysing worst-case complexity. The others are pessimistic
assumptions on the implementation of ηI (and η∗

I). E.g., encoding the binary vectors as integers
and implementing bit wise operations could reduce the complexity of membership access and
iteration. Also, using a hash map with a perfect hash function would decrease the membership
check to constant time.

We are now ready to present our upper bounds. For normalised ELH CIs, we provide
Algorithm 1 to decide if a concept inclusion holds in a convex geometric model built as in
Definition 29. Theorem 31 guarantees that η∗

I |= C ⊑ D iff ηI |= C ⊑ D for any CI in normalised

TGDK



2:14 Strong Faithfulness for ELH Ontology Embeddings

ELH. Thus, as long as ∆I is finite, Algorithm 1 terminates and outputs whether η∗
I |= C ⊑ D.

Theorem 35 establishes that Algorithm 1 runs in polynomial time in the size of ∆I and the
dimension of vectors in η∗

I .

Algorithm 1 Check if a convex geometric model (Definition 29) satisfies an ELH CI in normal form.

Require: a convex geometric interpretation η∗
I and an ELH concept inclusion in normal form α

Ensure: returns True if η∗
I |= α, False otherwise

1: if α = A ⊑ B then ▷ A, B ∈ NC
2: for v ∈ ηI(A) do
3: if v[B] = 0 then return False

4: else if α = A1 ⊓A2 ⊑ B then ▷ A1, A2, B ∈ NC
5: for v ∈ ηI(A1) do
6: if v[A2] = 1 ∧ v[B] = 0 then return False

7: else if α = A ⊑ ∃r.B then ▷ A, B ∈ NC, r ∈ NR
8: for v ∈ ηI(A) do count ← 0
9: for u ∈ ηI(B) do

10: if v ⊕ u ∈ ηI(r) then
11: count← count + 1
12: if count = 0 then return False
13: else if α = ∃r.A ⊑ B then ▷ A, B ∈ NC, r ∈ NR
14: for v ⊕ u ∈ ηI(r) do
15: if u[A] = 1 and v[B] = 0 then return False

16: return True

▶ Theorem 35. Given a finite geometric interpretation ηI and an ELH CI in normal form,
Algorithm 1 runs in time in O(d · n4), where d is as in Definition 19 and n = |∆I |.

As d depends linearly on ∆I and the size of the signature. If the latter is regarded as a
constant, we can simply say that Algorithm 1 has time in O(n5), where n = |∆I |. Similarly as for
Algorithm 1, Theorem 31 allows us to design an algorithm to determine if a convex geometric
model η∗

I satisfies an IQ in normal form α, as we show in Algorithm 2.

Algorithm 2 check if a convex geometric model (as in Definition 29) satisfies an ELH IQ in normal
form.

Require: a convex geometric interpretation η∗
I and an ELH IQ in normal form α

Ensure: returns True if η∗
I |= α, False otherwise

1: if α = A(a) then ▷ A ∈ NC, a ∈ NI
2: if ηI(a)[A] = 1 then return True

3: else if α = (A ⊓B)(a) then ▷ A, B ∈ NC, a ∈ NI
4: if (ηI(a)[A] = 1) ∧ (ηI(a)[B] = 1) then return True

5: else if α = (∃r.A)(a) then ▷ A ∈ NC, r ∈ NR, a ∈ NI
6: for u ∈ ηI(A) do
7: if ηI(a)⊕ u ∈ ηI(r) then return True

8: else if α = r(a, b) then ▷ r ∈ NR, a, b ∈ NI
9: if ηI(a)⊕ ηI(b) ∈ ηI(r) then return True

return False

Theorem 36 shows that Algorithm 2 runs in time polynomial in d · |∆I |.
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▶ Theorem 36. Given a finite geometric interpretation ηI and an ELH IQ in normal form,
Algorithm 2 runs in time O(d · n3), with d as in Definition 19 and n = |∆I |.

Next, we present Algorithm 3, which handles RIs. Again, as a consequence of Theorem 31, we
only need to check the inclusion between two finite sets of vectors in R2·d. Finally, we show an
upper bound using Algorithm 3.

Algorithm 3 Check if a convex geometric model (as in Definition 29) satisfies an ELH role inclusion.

Require: a convex geometric interpretation η∗
I and an ELH role inclusion r ⊑ s

Ensure: returns True if η∗
I |= r ⊑ s, False otherwise

1: for v ∈ ηI(r) do
2: if v ̸∈ ηI(s) then return False

return True

▶ Theorem 37. Given a finite geometric interpretation ηI and an ELH role inclusion, Algorithm 3
runs in time in O(d · n4), where d is as in Definition 19 and n = |∆I |.

The three algorithms presented in this section run in polynomial time in d · |∆I |. We recall
that the construction of ηI (and also η∗

I) requires that both the signature and ∆I are finite (which
is reasonable for normalized ELH), otherwise the vectors in ηI would have infinite dimension.

7 Conclusion and discussion

We have proven that ELH has the strong faithfulness property over (possibly) non-convex geometric
models, and that normalized ELH has the strong faithfulness property over convex geometric
models. Furthermore, we give upper bounds for the complexity of checking satisfaction for ELH
axioms in normal form in the class of convex geometric models that we use for strong faithfulness.

As future work, we would like to implement an embedding method that is formally guaranteed
to generate strongly TBox faithful embeddings for normalized ELH ontologies, as well as expand
the language so as to cover more logical constructs present in EL++.
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A Appendix

A.1 Omitted proofs for Section 3
▶ Proposition 5. For finite S1, S2 ⊆ Rd, where d is an arbitrary dimension, we have that S1 ⊆ S2
implies S∗

1 ⊆ S∗
2 .

Proof. Let S1, S2 be finite sets with S1 ⊆ S2. We first prove the statement for v ∈ S1 ⊆ S∗
1 and

then for u ∈ S∗
1 \ S1. Let v ∈ S1 be an arbitrary vector. By assumption, v ∈ S2, and by the

definition of convex hull, v ∈ S∗
2 . Now, by Definition 4 let u ∈ S∗

1 \ S1 be defined by
∑n

i=1 λivi

where v1 . . . vn ∈ S1 and n ≤ |S1|. Since S1 ⊆ S2, v1 . . . vn ∈ S2 and, by Definition 4, since
u =

∑n
i=1 λivi, this gives us that u ∈ S∗

2 . Thus, S1 ⊆ S2 implies S∗
1 ⊆ S∗

2 . ◀

▶ Theorem 6. Let S ⊆ {0, 1}d where d is an arbitrary dimension. For any n ∈ N, for any
v =

∑n
i=1 λivi, such that vi ∈ S, if v ∈ S∗ \ S then v is non-binary.

Proof. For this proof we use a notation introduced in Definition 19. We reason by cases. We
need to cover all combinations of values that λi may take for arbitrary n. We cover two cases.
One where all λ are strictly greater than zero and strictly lesser than 1, and a case where some λi

may be zero. By setting n = 1, we have v = λ1x1. By definition, λ1 = 1, giving us either v = 0 or
v = 1, both binary vectors, which means v ∈ S∗ iff v ∈ S. Therefore, this case is not in the scope
of our lemma, and we assume n > 1.

Case 1 (0 < λi < 1): We prove the case by induction on the number of n.
Base case: In the base case n = 2. Let v1, v2 ∈ S with v1 ̸= v2. Then, there is a dimension d

such that v1[d] ̸= v2[d]. Since v1 and v2 are binary, we can assume, without loss of generality,
v1[d] = 1 and v2[d] = 0. Now let v = λ1v1 + λ2v2 be a vector, with λ1 + λ2 = 1. Since we
assumed ∀λi 0 < λi < 1, this means v ̸∈ {0, 1}d because v[d] = λ1, which is strictly between 0
and 1. Therefore, v is non-binary.
Inductive step: Assume our hypothesis holds for v1, . . . , vn−1.
Let v ∈ S∗. We know that v =

∑n
i=1 λivi, with 0 < λi < 1, with vi ∈ S, and with

∑n
i=1 λi = 1.

Since ∀i ̸=j vi ̸= vj , there is a dimension d such that ∃l, m with vl[d] ̸= vm[d]. Since S is a
set of binary vectors, we decompose the value of a dimension d as a sum of vectors where
vi[d] = 1 and vj [d] = 0. In order to do this, we introduce an ordering and assume, without
loss of generality, that vi[d] = 1 ∀1 ≤ i ≤ k where k < n, and vj [d] = 0 ∀k + 1 ≤ j < n. More
explicitly:

v[d] =
k∑

i=1
λivi[d] +

n∑
j=k+1

λjvj [d].

However,
∑n

j=k+1 λjvj [d] = 0, so we only have to look at the first sum. Clearly, v[d] ̸= 0,
because vl[d] ̸= vm[d]. Since there exists at least one λj > 0 and, in this case ∀λi 0 < λi < 1,
it is impossible for the sum to be equal to 1, giving us v[d] ∈ (0, 1).
Case 2 (∃λi = 0 and ∀λj ̸=i we have 0 ≤ λj < 1):
We prove the case directly. We start by noting that for this case to hold, n ≥ 3, as n = 2
would mean λ1 = 0 and λ2 < 1, which goes against the criterion that

∑n
i=1 λivi = 1 from the

definition. Now, assume n ≥ 3. We denote by m the number of λi where λi = 0. Pick m such
that 1 ≤ m ≤ n− 2. Then, there are at least n−m ≥ 2 λj such that 0 < λj < 1. Which is
the situation covered by Case 1.

There are no more cases to be considered. ◀
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▶ Corollary 7. If v is binary and v ∈ S∗ then v ∈ S.

Proof. The corollary follows directly from Theorem 6. ◀

A.2 Omitted proofs for Section 4
▶ Lemma 38. For all d ∈ ∆I , for all ELH concepts C, it is the case that d ∈ CI iff µ̄(d) ⊆ η̄I(C)
(see Definition 12).

Proof. We provide an inductive argument in order to prove the claim.

Base case: Assume C = A ∈ NC , and assume d ∈ AI .
By the definition of η̄I , d ∈ AI iff for all v ∈ µ̄(d), v ∈ η̄I(A), that is, iff µ̄(d) ⊆ η̄I(A). Now

assume C = ⊤, and assume d ∈ CI . By the definition of η̄I , if d ∈ CI , then µ̄(d) ⊆ η̄I(C). Now
assume µ̄(d) ⊆ η̄I(C). Since we assumed C = ⊤, we have that µ̄(d) ⊆ R1, with d ∈ ∆I . When
C = ⊥, the statement is vacuously true.

Inductive step: Assume our hypothesis holds for C1 and C2. There are two cases:

Case 1 (C1 ⊓ C2): Assume d ∈ (C1 ⊓ C2)I by the semantics of ELH, d ∈ (C1 ⊓ C2)I iff
d ∈ CI

1 and d ∈ CI
2 . By the inductive hypothesis, d ∈ CI

i iff µ̄(d) ⊆ ηI(Ci), i ∈ {1, 2}. But this
happens iff d ∈ η̄I(C1) ∩ η̄I(C2). By the definition of η̄I , this means that µ̄(d) ⊆ η̄I(C1 ⊓ C2)
iff d ∈ (C1 ⊓ C2)I .
Case 2 (∃r.C1): Assume d ∈ (∃r.C1)I by the semantics of ELH, d ∈ (∃r.C1)I iff (d, e) ∈ rI

and e ∈ CI
1 . By the inductive hypothesis, e ∈ CI

1 iff µ̄(e) ⊆ η̄I(C1). By the definition of η̄I ,
(d, e) ∈ rI iff f(v, e) ∈ η̄I(r) where v ∈ µ̄(d). By the semantics of η̄I , f(v, e) ∈ η̄I(r) and
e ∈ η̄I(C1) iff µ̄(d) ⊆ η̄I(∃r.C1). ◀

▶ Lemma 39. For all interpretations I, all ELH concepts C, and all a ∈ NI , it is the case that
I |= C(a) iff η̄I |= C(a)

Proof. By the semantics of ELH, we know I |= C(a) iff aI ∈ CI . By Lemma 38, we know that
aI ∈ CI iff η̄I(aI) ∈ η̄I(C). By the semantics of geometric interpretation, this is the case iff
η̄I |= C(a). ◀

▶ Lemma 40. For all r ∈ NR, for all a, b ∈ NI , we have η̄I |= r(a, b) iff I |= r(a, b).

Proof. By the semantics of ELH, I |= r(a, b) iff (aI , bI) ∈ rI . By the definition of η̄I , we have
(aI , bI) ∈ rI iff f(v, bI) ∈ η̄I(r) for all v ∈ µ̄(aI). From the Definition 12, bI = η̄I(b), hence
(aI , bI) ∈ rI iff f(v, η̄I(b)) ∈ η̄I(r) for all v ∈ µ̄(aI). Since η̄I(a) ∈ µ̄(aI), we get, by the semantics
of η̄I , that f(η̄I(a), η̄I(b)) ∈ η̄I(r) iff η̄I |= r(a, b). Giving us I |= r(a, b) iff η̄I |= r(a, b). ◀

▶ Lemma 41. Let O be an ELH ontology and let ĪO be the canonical model of O (Definition 14).
The geometrical interpretation η̄ĪO

of ĪO (Definition 12) is a strongly IQ faithful model of O.

Proof. Since IO is a canonical model of O, IO |= α iff O |= α (Theorem 15). By Lemmas 39
and 40, IO |= α iff η̄ĪO

|= α. Then, we have that O |= α iff η̄ĪO
|= α. ◀

▶ Lemma 42. Let I be an interpretation, and µ̄ be a mapping derived from Definition 10. For all
ELH concepts C, if v ∈ η̄I(C), then there is d ∈ ∆I such that v ∈ µ̄(d), and d ∈ CI .

Proof. We provide an inductive argument for the claim.
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Base case: Assume C = A ∈ NC and let v ∈ η̄I(A). By the definition of η̄I , it is the case
that v ∈ η̄I(A) iff v ∈ {v′ ∈ µ̄(d) | d ∈ AI}. Assume C = ⊤. By the definition of η̄I , we have
v ∈ η̄I(C) iff v ∈ µ̄(d) such that µ̄(d) ⊆ R1. This means v ∈ µ̄(d) and µ̄(d) ⊆ η̄I(C), for some
d ∈ ∆I . When C = ⊥, the statement is vacuously true.

Inductive step: Assume our hypothesis holds for C1 and C2.

Case 1 (C1 ⊓ C2): Assume v ∈ η̄I(C1 ⊓C2). Then, by the definition of η̄I , it is the case that
v ∈ η̄I(C1) and v ∈ η̄I(C2). By the inductive hypothesis, if v ∈ η̄I(C1), then ∃d ∈ ∆I such
that v ∈ µ̄(d) and d ∈ CI

1 , and if v ∈ η̄I(C2), then ∃d′ ∈ ∆I such that v ∈ µ̄(d′) and d′ ∈ CI
2 .

By definition of µ̄, this can only be if d′ = d since µ̄ maps elements of ∆I to mutually disjoint
subsets of R1. By the semantics of ELH, if d ∈ CI

1 and d ∈ CI
2 then d ∈ (C1 ⊓ C2)I .

Case 2 (∃r.C1): Assume v ∈ η̄I(∃r.C1). By the definition of η̄I , this means v is such that
f(v, e) ∈ η̄I(r) where v ∈ µ̄(d) for (d, e) ∈ rI and e ∈ η̄I(C1). By the inductive hypothesis,
there is an e′ ∈ ∆I such that e ∈ µ̄(e′) and e′ ∈ CI

1 . As e′ ∈ ∆I ⊆ N, by the construction of µ̄,
it is the case that e′ = e. Therefore, we have e ∈ CI

1 . By the definition of µ̄ and the semantics
of ELH, this means ∃d ∈ ∆I such that v ∈ µ̄(d) and d ∈ (∃r.C1)I . ◀

▶ Lemma 43. Let I be an interpretation and η̄I the geometric interpretation of I (Definition 12).
For all ELH concepts C and D, I |= C ⊑ D iff η̄I |= C ⊑ D.

Proof. Let C, D be ELH concepts. Assume I |= C ⊑ D. By the semantics of ELH, this means
CI ⊆ DI . Let v ∈ η̄I(C) be a vector. By Lemma 42, we know there is d ∈ ∆I and d ∈ CI such
that v ∈ µ̄(d) and µ̄(d) ⊆ η̄I(C). By Lemma 38, this means d ∈ CI , and, by assumption, that
d ∈ DI . By Lemma 38, this means µ̄(d) ⊆ ηI(D). Since we have shown v ∈ µ̄(d) such that η̄I(C)
implies v ∈ η̄I(D), this means η̄I |= C ⊑ D.

Now assume η̄I |= C ⊑ D. By the semantics of geometric interpretation, this means η̄I(C) ⊆
η̄I(D). Let d ∈ CI . We know, by Lemma 38, that d ∈ CI iff µ̄(d) ⊆ η̄I(C). By assumption, this
means µ̄(d) ⊆ η̄I(D). Again by Lemma 38, this means d ∈ DI . Since we have shown d ∈ CI

implies d ∈ DI , we have I |= C ⊑ D. ◀

▶ Lemma 44. Let I be an interpretation, µ̄ be a mapping (Definition 10), and η̄I the geometric
interpretation of I (Definition 12) derived from µ̄. For all role names r ∈ NR, if f(v, e) ∈ η̄I(r),
then there are d, e ∈ ∆I such that v ∈ µ̄(d) for (d, e) ∈ rI .

Proof. Assume z = f(v, e) ∈ η̄I(r). By the definition of η̄I , we have z ∈ {f(v, e) | v ∈
µ̄(d) for (d, e) ∈ rI}. This means v ∈ µ̄(d) for d ∈ ∆I , and, by definition, e ∈ ∆I . ◀

▶ Lemma 45. Let I be an interpretation and η̄I the geometric interpretation of I (Definition 12).
For all roles r, s ∈ NR, it is the case that I |= r ⊑ s iff η̄I |= r ⊑ s.

Proof. Assume I |= r ⊑ s. By the semantics of ELH, rI ⊆ sI . Now let v ∈ η̄I(r). By
Lemma 44, there is d ∈ ∆I such that v ∈ µ̄(d), e ∈ ∆I , and (d, e) ∈ rI . By assumption, this
gives us (d, e) ∈ sI . By the construction of η̄I , this means f(v, e) ∈ η̄I(s) for v ∈ µ̄(d). Hence,
f(v, e) ∈ η̄I(r) implies f(v, e) ∈ η̄I(s) and we can conclude that η̄I |= r ⊑ s. Now assume
η̄I |= r ⊑ s. By the semantics of η̄I , η̄I(r) ⊆ η̄I(s). Let (d, e) ∈ rI . From the definition of η̄I , we
know there is f(v, e) ∈ η̄I(r) such that v ∈ µ̄(d). By assumption, we have f(v, e) ∈ η̄I(s) and,
by the definition of η̄I , this is the case iff (d, e) ∈ sI . Since (d, e) was arbitrary, we conclude
I |= r ⊑ s. ◀

▶ Theorem 13. For all ELH axioms α, I |= α iff η̄I |= α.
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Proof. For the case where α is a concept inclusion, the result comes from Lemma 43. For the
case where α is a role inclusion, the result comes from Lemma 45. For the case where α is an IQ,
the result comes from Lemma 39 and from Lemma 40. ◀

▶ Lemma 46. Let O be an ELH ontology and let ĪO be the canonical model of O (see Definition 14).
The m-dimensional f -geometric interpretation of ĪO (see Definition 12) is a strongly TBox faithful
model of O. That is, O |= τ iff η̄ĪO

|= τ , where τ is either an ELH⊥ concept inclusion or an ELH
role inclusion.

Proof. Since we know ĪO is canonical, O |= α iff ĪO |= α. By Lemma 43 we know I |= C ⊑ D iff
η̄I |= C ⊑ D, and by Lemma 45 we know I |= r ⊑ s iff η̄I |= r ⊑ s. This means that ĪO |= C ⊑ D

iff η̄ĪO
|= C ⊑ D and ĪO |= r ⊑ s iff η̄ĪO

|= r ⊑ s, giving us O |= τ iff η̄ĪO
|= τ . ◀

▶ Theorem 16. Let O be a satisfiable ELH ontology and let ĪO be the canonical model of O
(see Definition 14). The m-dimensional f -geometric interpretation of ĪO (see Definition 12) is a
strongly IQ and TBox faithful model of O.

Proof. The theorem follows by Lemma 41 and by Lemma 46. ◀

A.3 Omitted proofs for Section 5

▶ Proposition 24. If µ(d) = µ(e), then d ∈ CI iff e ∈ CI .

Proof. We provide an inductive argument for the claim.

Base case: Notice that if µ(d) = µ(e), then µ(d)[i] = n iff µ(e)[i] = n, for all i. That is, the
value at the ith index is n for µ(d) and µ(e), otherwise they would not be the same vector. Now,
assume C = A ∈ NC , and d ∈ CI . By the definition of µ, µ(d)[C] = 1. Since µ(d) = µ(e), we
have that µ(d)[C] = 1 iff µ(e)[C] = 1. But, by the definition of µ, µ(e)[C] = 1 iff e ∈ CI , thus
giving us our result.

Inductive step: Assume our hypothesis holds for C1 and C2.
Assume µ(d) = µ(e). By the semantics of ELH, d ∈ (C1 ⊓ C2)I iff d ∈ CI

1 and d ∈ CI
2 . By

the induction hypothesis, this happens iff e ∈ CI
1 and e ∈ CI

2 . This means, of course, by the
semantics of ELH, that e ∈ CI

1 and e ∈ CI
2 iff e ∈ (C1 ⊓ C2)I . Finally, we get d ∈ (C1 ⊓ C2)I iff

e ∈ (C1 ⊓ C2)I .
We prove the case (∃r.C1) directly. Assume µ(d) = µ(e), and d ∈ (∃r.C1)I . Then, by

the semantics of ELH, ∃d′ such that d′ ∈ CI
1 , and r(d, d′)I . By the definition of µ, we know

µ(d)[r, d′] = 1. But from our initial observation, µ(d)[r, d′] = 1 iff µ(e)[r, d′] = 1. By definition of
µ, µ(e)[r, d′] = 1 iff (e, d′) ∈ rI . By the semantics of ELH, whenever d′ ∈ CI

1 and (e, d′) ∈ rI we
have that e ∈ (∃r.C1)I . ◀

▶ Lemma 47. Let I be an interpretation, and µ a mapping derived from Definition 19. For all
normalized ELH concepts C, if v ∈ ηI(C), then there is d ∈ ∆I such that v = µ(d) and d ∈ CI .

Proof. We provide an inductive argument for the claim.

Base case: Assume C = A ∈ NC and assume v ∈ ηI(C). By the definition of ηI , it is the case
that v ∈ ηI(C) iff v[C] = 1. This is the case iff v = µ(d), for some d ∈ ∆I .
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Inductive step: Assume our hypothesis holds for C1 and C2. We prove two cases.
Case 1 (C1 ⊓ C2): Assume v ∈ ηI(C1 ⊓ C2). Then, by definition of ηI , it is true that
v ∈ ηI(C1) and v ∈ ηI(C2). By the inductive hypothesis, if this is the case, then v = µ(d) ∈ C1
and v = µ(d) ∈ C2, for d ∈ ∆I . This gives us v = µ(d) ∈ ηI(C1) ∩ ηI(C2), which means
v = µ(d) ∈ ηI(C1 ⊓ C2), for d ∈ ∆I .
Case 2 (∃r.C1): Assume v ∈ ηI(∃r.C1). Then, by the definition of ηI , ∃u ∈ ηI(C1) and
v ⊕ u ∈ ηI(r). By the inductive hypothesis, if u ∈ ηI(C1), we get u = µ(e) ∈ ηI(C1), for
e ∈ ∆I . Now, v ⊕ u ∈ ηI(r) iff v ⊕ u ∈ {µ(d)⊕ µ(e) | µ(d)[r, e] = 1}, for d, e ∈ ∆I . This gives
us v = µ(d) such that µ(d)[r, e] = 1. By construction of ηI , if we have u = µ(e) ∈ ηI(C1), and
v = µ(d) such that µ(d)[r, e] = 1 with v ⊕ u ∈ ηI(r), this means v = µ(d) ∈ ηI(∃r.C1), for
some d ∈ ∆I . ◀

▶ Lemma 48. Let I be an interpretation and let µ be as in Definition 19. For all r ∈ NR, if
u⊕ w ∈ ηI(r), then there are d, e ∈ ∆I such that u = µ(d), w = µ(e), and (d, e) ∈ rI .

Proof. Assume v = u⊕w ∈ ηI(r). Then, by the definition of ηI(r), it is the case that v ∈ {µ(d)⊕
µ(e) | µ(d)[r, e] = 1, for d, e ∈ ∆I}. This means there are d, e ∈ ∆I such that v = µ(d)⊕µ(e) and
µ(d)[r, e] = 1. By construction of µ, it is true that µ(d)[r, e] = 1 iff (d, e) ∈ rI . This means there
are d, e ∈ ∆I such that u = µ(d), w = µ(e) and (d, e) ∈ rI . ◀

▶ Lemma 49. For all d ∈ ∆I , for all ELH concepts C, d ∈ CI iff µ(d) ∈ ηI(C).

Proof. We provide an inductive argument for the claim.
For all d ∈ ∆I , for all ELH concepts C, d ∈ CI iff µ(d) ∈ ηI(C).

Base case: Assume C = A ∈ NC and d ∈ CI . By the definition of µ, d ∈ CI iff µ(d)[C] = 1.
By the definition of geometric interpretation, µ(d)[C] = 1 iff µ(d) ∈ ηI(C).

Inductive step: assume our hypothesis holds for C1 and C2. We consider two cases:
Case 1 (C1 ⊓ C2): Assume d ∈ (C1 ⊓ C2)I . This is the case iff d ∈ CI

1 and d ∈ CI
2 . By

the inductive hypothesis, we have that µ(d) ∈ ηI(C1) and d ∈ ηI(C2). But µ(d) ∈ ηI(C1)
and d ∈ ηI(C2) iff µ(d) ∈ ηI(C1 ⊓ C2). Finally, by the semantics of geometric interpretation,
µ(d) ∈ ηI(C1 ⊓ C2) iff d ∈ (C1 ⊓ C2)I .
Case 2 (∃r.C1): Assume d ∈ (∃r.C1)I . Then, by the semantics of ELH, ∃e ∈ CI

1 such
that (d, e) ∈ rI . By the inductive hypothesis, we get µ(e) ∈ ηI(C1). By the definition of
ηI , (d, e) ∈ rI iff µ(d)⊕ µ(e) ∈ ηI(r). But, by the semantics of our geometric interpretation,
µ(d)⊕ µ(e) ∈ ηI(r) and µ(e) ∈ ηI(C1) iff µ(d) ∈ ηI(∃r.C1). ◀

▶ Lemma 50. For all interpretations I, all ELH concepts C, all a ∈ NI , I |= C(a) iff ηI |= C(a).

Proof. I |= C(a) iff aI ∈ CI . By Lemma 49, aI ∈ CI iff µ(aI) ∈ ηI(C). By the semantics of
geometric interpretation, µ(aI) ∈ ηI(C) iff ηI |= C(a). ◀

▶ Lemma 51. For all r ∈ NR, all a, b ∈ NI , I |= r(a, b) iff ηI |= r(a, b).

Proof. Assume I |= r(a, b). By the semantics of ELH, this means there are d, e ∈ ∆I such that
d = aI , e = bI , and (aI , bI) ∈ rI . By the definition of µ, this means µ(d)[a] = 1, that µ(e)[b] = 1,
and that µ(d)[r, e] = 1. By the definition of geometric interpretation, this means µ(d) = ηI(a),
that µ(e) = ηI(b), and that µ(d)⊕ µ(e) ∈ ηI(r), which is the case iff ηI |= r(a, b).

Now assume ηI |= r(a, b). This means that ηI(a) ⊕ ηI(b) ∈ ηI(r). By Lemma 48, we have
that ∃d, e ∈ ∆I such that ηI(a) = µ(d), ηI(b) = µ(e), and (d, e) ∈ rI . But, by the definition of
geometric interpretation and construction of µ, we have ηI(a) = µ(d) iff d = aI , and ηI(b) = µ(e)
iff e = bI , and (aI , bI) ∈ rI . By the semantics of ELH, this means I |= r(a, b). ◀
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▶ Lemma 52. If IO is the canonical model of O, then the geometrical interpretation ηIO of IO is
strongly IQ faithful with respect to O. That is, O |= α iff ηIO |= α, where α is an ELH IQ.

Proof. IO is canonical, therefore IO |= α iff O |= α. By Lemma 50 we have that I |= C(a) iff
ηI |= C(a), and by Lemma 51 we have that I |= r(a, b) iff ηI |= r(a, b). This just means I |= α iff
ηIO |= α, giving us ηIO |= α iff O |= α. ◀

▶ Lemma 53. For all C, D it is the case that I |= C ⊑ D iff ηI |= C ⊑ D.

Proof. Let C, D be ELH concepts. Assume I |= C ⊑ D. By the semantics of ELH, this means
CI ⊆ DI . Let v ∈ ηI(C). By Lemma 47 we have that v = µ(d) ∈ ηI(C). We know, by Lemma 49,
that µ(d) ∈ ηI(C) iff d ∈ CI . Since we have d ∈ CI , we also have, by assumption, d ∈ DI . Again
by Lemma 49, this gives us µ(d) ∈ ηI(D). Since d was chosen arbitrarily, this is the case iff
ηI |= C ⊑ D.

Now assume ηI |= C ⊑ D. By the semantics of ELH, ηI(C) ⊆ ηI(D). Now assume d ∈ CI .
We know, by Lemma 49, that this is the case iff µ(d) ∈ ηI(C). By assumption, we get µ(d) ∈ ηI(D).
Since v was arbitrary, and we showed that d ∈ CI implies d ∈ DI , this means I |= C ⊑ D. ◀

▶ Lemma 54. For all r, s ∈ NR, it is the case that I |= r ⊑ s iff ηI |= r ⊑ s.

Proof. Assume I |= r ⊑ s. B the semantics of ELH, rI ⊆ sI . Now let v = u ⊕ w ∈ ηI(r).
This means v ∈ {µ(d) ⊕ µ(e) | (d, e) ∈ rI}, and, by Lemma 48 there are d, e ∈ ∆I such that
u = µ(d), w = µ(e) and (d, e) ∈ rI . By assumption, (d, e) ∈ sI . By construction of µ, this means
µ(d)[s, e] = 1. Since we know v = µ(d)⊕ µ(e) and µ(d)[s, e] = 1, by the definition of ηI we have
that v ∈ ηI(s), and, therefore ηI |= r ⊑ s.

Now assume ηI |= r ⊑ s. By the semantics of ELH, this means ηI(r) ⊆ ηI(s). Let
(d, e) ∈ rI . By the construction of µ, this means µ(d)[r, e] = 1. By the definition of ηI , there is
v = µ(d)⊕ µ(e) ∈ ηI(r). By assumption, v ∈ ηI(s). But, by Lemma 48, there are d, e ∈ ∆I such
that u = µ(d), w = µ(e), and (d, e) ∈ sI . Since we have proven (d, e) ∈ rI implies (d, e) ∈ sI , this
means I |= r ⊑ s. ◀

▶ Theorem 25. For all ELH axioms α, I |= α iff ηIO |= α.

Proof. When α is a concept inclusion, the result comes from Lemma 53. When α is a role inclusion,
the result comes from Lemma 54. When α is an IQ, the result comes from Lemma 50 and from
Lemma 51 ◀

▶ Theorem 27. Let O be a normalized ELH ontology. The following holds
for all ELH IQs and CIs α in normal form over sig(O), IO |= α iff O |= α; and
for all RIs α over sig(O), IO |= α iff O |= α.

Proof. We divide the proof into claims, first for assertions and then for concept and role inclusions.
In the following, let O = T ∪ A be an ELH ontology in normal form, with T being the set of
ELH concept and role inclusions in O and A being the set of ELH assertions in O. As mentioned
before, NC(O), NR(O), and NI(A) denote the set of concept, role, and individual names occurring
in O, respectively. In the following, let A, A1, A2, B, B′ be arbitrary concept names in NC(O), let
a, b be arbitrary individual names in NI(A), and let r, s, s′ be arbitrary role names in NR(O).

▷ Claim 55. IO |= A(a) iff O |= A(a).

Proof. Assume O |= A(a). Now, by the definition of IO (Definition 26), it is the case that
AIO ⊇ {a ∈ NI(A) | O |= A(a)}. By assumption, we have that a ∈ AIO . But since a ∈ NI(A),
by the definition of IO, we have aIO = a and, therefore, aIO ∈ AIO , which means IO |= A(a).
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Now assume IO |= A(a). This means aIO ∈ AIO . We know, by the definition of IO,
that aIO = a. Also by the definition of IO, we know AIO = {a ∈ NI(A) | O |= A(a)} ∪
{cD ∈ ∆IO

u+ | O |= D ⊑ A}. Since a ∈ NI(A), we have that a ̸∈ ∆IO
u+, and thus, O |= A(a). ◁

▷ Claim 56. IO |= r(a, b) iff O |= r(a, b).

Proof. Assume O |= r(a, b). By the definition of canonical model (Definition 26), rIO ⊇
{(a, b) ∈ NI(A) × NI(A) | O |= r(a, b)}. Since we assumed that O |= r(a, b), we have that
(a, b) ∈ rIO . Now, again by the definition of IO, we have that aIO = a, and bIO = b. This means
(aIO , bIO ) ∈ rIO , which is the case iff IO |= r(a, b).
Now assume IO |= r(a, b). Then, we know (aIO , bIO ) ∈ rIO . By definition of rIO , we have
that (a, b) ∈ rIO . Since a, b ∈ NI , by definition of IO, we have O |= r(a, b). ◁

▷ Claim 57. IO |= ∃r.A(a) iff O |= ∃r.A(a).

Proof. Assume O |= ∃r.A(a). By the definition of IO (Definition 26), we have rIO ⊇
{(a, cA) ∈ NI(A) × ∆IO | O |= ∃r.A(a)}. This means (a, cA) ∈ rIO . Also, by the definition
of the canonical model, aIO = a and cA ∈ AIO , and therefore aIO ∈ (∃r.A)IO . This gives us
IO |= ∃r.A(a).
Now assume IO |= ∃r.A(a). Then, aIO ∈ (∃r.A)IO . By the definition of the canonical model,
either (1) there is b ∈ NI(A) such that (a, b) ∈ rIO and b ∈ AIO or (2) there is cA′ ∈ ∆IO

u such
(a, cA′) ∈ rIO and cA′ ∈ AIO . In case (1), by the definition of IO, we have that (a, b) ∈ rIO means
that O |= r(a, b). We also have that it is the case that b ∈ AIO . By the definition of the canonical
model, this means that b ∈ {b ∈ NI(A) | O |= A(b)}, so O |= A(b). By the semantics of ELH,
O |= r(a, b) and O |= A(b) implies O |= ∃r.A(a). In case (2), by the definition of IO, (a, cA′) ∈ rIO

means that O |= ∃r.A′(a). Again by the definition of IO, cA′ ∈ AIO implies T |= A′ ⊑ A. This
gives us O |= ∃r.A(a). ◁

▷ Claim 58. IO |= A1 ⊓A2 ⊑ B iff O |= A1 ⊓A2 ⊑ B.

Proof. Assume O |= A1 ⊓ A2 ⊑ B. We make a case distinction based on the elements in
∆IO := NI(A) ∪∆IO

u+.
a ∈ NI(A): Assume a ∈ (A1 ⊓ A2)IO . This is the case iff a ∈ AIO

1 and a ∈ AIO
2 . By

the definition of IO, this means O |= A1(a) and O |= A2(a). By assumption, this gives us
O |= B(a), which, by the definition of IO, means that a ∈ BIO . Therefore, IO |= B(a). Since
a was an arbitrary element in NI(A), this holds for all elements of this kind.
cD ∈ ∆IO

u+: Assume cD ∈ (A1 ⊓ A2)IO . This means cD ∈ AIO
1 and cD ∈ AIO

2 . By the
definition of IO, this gives us that T |= D ⊑ A1 and T |= D ⊑ A2. By assumption, this means
T |= D ⊑ B. But, by the definition of IO, this means cD ∈ BIO . Since cD was an arbitrary
element in ∆IO

u+, this argument can be applied for all elements of this kind.
We have thus shown that, for all elements d in ∆IO , if d ∈ (A1 ⊓ A2)IO then d ∈ BIO . So
IO |= A1 ⊓A2 ⊑ B.
Now, assume O ̸|= A1 ⊓ A2 ⊑ B. We show that IO ̸|= A1 ⊓A2 ⊑ B by showing that cA1⊓A2 ∈
(A1 ⊓ A2)IO but cA1⊓A2 ̸∈ BIO . By definition of IO, cA1⊓A2 ∈ AIO

i since T |= A1 ⊓ A2 ⊑ Ai

(trivially), where i ∈ {1, 2}. Then, by the semantics of ELH, cA1⊓A2 ∈ (A1 ⊓ A2)IO . We now
argue that cA1⊓A2 ̸∈ BIO . This follows again by the definition of IO and the assumption that
O ̸|= A1 ⊓ A2 ⊑ B, since the definition means that cD ̸∈ BIO iff O |= D ⊑ B and we can take
D = A1 ⊓A2. ◁

▷ Claim 59. IO |= ∃r.B ⊑ A iff O |= ∃r.B ⊑ A.
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Proof. Assume O |= ∃r.B ⊑ A. We make a case distinction based on the elements in
∆IO := NI(A) ∪∆IO

u+.
a ∈ NI(A): Assume a ∈ (∃r.B)IO . In this case, by definition of IO, either (1) there is b ∈ NI(A)
such that (a, b) ∈ rIO and b ∈ BIO or (2) there is cB′ ∈ ∆IO

u such that (a, cB′) ∈ rIO and
cB′ ∈ BIO . In case (1), by definition of IO, (a, b) ∈ rIO implies that O |= r(a, b). Also,
b ∈ BIO implies that O |= B(b). Together with the assumption that O |= ∃r.B ⊑ A, this
means that O |= A(a). Again by definition of IO, we have that a ∈ AIO . In case (2), by
definition of IO, (a, cB′) ∈ rIO implies that O |= ∃r.B′(a). Also, by definition of IO, cB′ ∈ BIO

implies that T |= B′ ⊑ B. Then, O |= ∃r.B(a). By assumption O |= ∃r.B ⊑ A, which means
that O |= A(a). Again by definition of IO, we have that a ∈ AIO . Since a was an arbitrary
element in NI(A), this argument can be applied for all elements of this kind.
cD ∈ ∆IO

u+: Assume cD ∈ (∃r.B)IO . In this case, by definition of IO, either (1) there
is cB′ ∈ ∆IO

u such that (cD, cB′) ∈ rIO and cB′ ∈ BIO or (2) D is of the form ∃s.B′,
(cD, cB′) ∈ rIO , cB′ ∈ BIO , and T |= s ⊑ r. In case (1), by definition of IO, T |= D ⊑ A

and T |= A ⊑ ∃r.B′. Again by definition of IO, cB′ ∈ BIO implies T |= B′ ⊑ B. This
means that T |= D ⊑ ∃r.B. By assumption O |= ∃r.B ⊑ A, which means T |= ∃r.B ⊑ A.
Then, T |= D ⊑ A. By definition of IO, we have that cD ∈ AIO . In case (2), we have that
T |= D ⊑ ∃r.B′ since D is of the form ∃s.B′ and T |= s ⊑ r. Also, as cB′ ∈ BIO , by definition
of IO, T |= B′ ⊑ B. Then, T |= D ⊑ ∃r.B. By assumption, O |= ∃r.B ⊑ A, which then means
that T |= D ⊑ A. By definition of IO, we have that cD ∈ AIO . Since cD was an arbitrary
element in ∆IO

u+, this argument can be applied for all elements of this kind.
We have thus shown that, for all elements d in ∆IO , if d ∈ (∃r.B)IO then d ∈ AIO . So
IO |= ∃r.B ⊑ A.
Now, assume O ̸|= ∃r.B ⊑ A. We show that IO ̸|= ∃r.B ⊑ A by showing that c∃r.B ∈ (∃r.B)IO

but c∃r.B ̸∈ AIO . By the definition of IO, (c∃s.B , cB) ∈ rIO if T |= s ⊑ r, which is trivially the
case for s = r, and cB ∈ BIO by definition of IO. We now argue that c∃r.B ̸∈ AIO . By definition
of IO, an element of the form cD is in AIO iff T |= D ⊑ A. By assumption O ̸|= ∃r.B ⊑ A which
means T ̸|= ∃r.B ⊑ A. So c∃r.B is not in AIO . ◁

▷ Claim 60. IO |= A ⊑ ∃r.B iff O |= A ⊑ ∃r.B.

Proof. Assume O |= A ⊑ ∃r.B. We make a case distinction based on the elements in
∆IO := NI(A) ∪∆IO

u+.
a ∈ NI(A): Assume a ∈ AIO . By definition of IO, we have O |= A(a). By assumption
O |= A ⊑ ∃r.B, so O |= ∃r.B(a). Then, by definition of IO, (a, cB) ∈ rIO . Again by definition
of IO, we have cB ∈ BIO . So a ∈ (∃r.B)IO . Since a was an arbitrary element in NI(A), the
argument golds for all similar elements.
cD ∈ ∆IO

u+: Assume cD ∈ AIO . By definition of IO, we have that T |= D ⊑ A. By assumption,
O |= A ⊑ ∃r.B which means T |= A ⊑ ∃r.B. Then, by definition of IO, (cD, cB) ∈ rIO . Again
by definition of IO, we have that cB ∈ BIO . So cD ∈ (∃r.B)IO . Since cD was an arbitrary
element in ∆IO

u+, this argument holds for all similar elements.
We have thus shown that, for all elements d in ∆IO , if d ∈ AIO then d ∈ (∃r.B)IO . This means
that IO |= A ⊑ ∃r.B.
Now, assume O ̸|= A ⊑ ∃r.B. We show that IO ̸|= A ⊑ ∃r.B by showing that cA ∈ AIO but
cA ̸∈ (∃r.B)IO . By definition of IO, we have that {cD ∈ ∆IO

u+ | T |= D ⊑ A} ⊆ AIO . For D = A we
trivially have that T |= A ⊑ A, so cA ∈ AIO . We now show that cA ̸∈ (∃r.B)IO . Suppose this is not
the case and there is some element d ∈ ∆IO such that (cA, d) ∈ rIO and d ∈ BIO . By definition of
IO, this can happen iff d is of the form cB′ in ∆IO

u and, moreover, T |= A ⊑ A′ and T |= A′ ⊑ ∃r.B′

for some A′ ∈ NC(O). We now argue d = cB′ ∈ BIO implies T |= B′ ⊑ B. By definition of IO,
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cB′ ∈ BIO iff T |= B′ ⊑ B. Since T |= A ⊑ A′ and T |= A′ ⊑ ∃r.B′, we have T |= A ⊑ ∃r.B,
which means O |= A ⊑ ∃r.B. This contradicts our assumption that there is some element d ∈ ∆IO

such that (cA, d) ∈ rIO and d ∈ BIO . Thus, cA ̸∈ (∃r.B)IO , as required. ◁

▷ Claim 61. IO |= r ⊑ s iff O |= r ⊑ s.

Proof. Assume O |= r ⊑ s. We make a case distinction based on the elements in ∆IO and how
they can be related in the extension of a role name in the definition of IO.

(a, b) ∈ NI(A) × NI(A): Assume (a, b) ∈ rIO . We first argue that in this case O |= r(a, b).
By definition of IO, (a, b) ∈ rIO iff O |= r(a, b). Since by assumption O |= r ⊑ s we have
that O |= s(a, b), so (a, b) ∈ sIO . Since (a, b) was an arbitrary pair in NI(A) × NI(A), the
argument can be applied for all such kinds of pairs.
(a, cB) ∈ NI(A)×∆IO

u : Assume (a, cB) ∈ rIO . We first argue that in this case O |= ∃r.B(a).
By definition of IO, we have that (a, cB) ∈ rIO iff O |= ∃r.B(a). By assumption O |= r ⊑ s.
So O |= ∃s.B(a). Then, again by definition of IO, we have that (a, cB) ∈ sIO . Since (a, cB)
was an arbitrary pair in NI(A)×∆IO

u , this argument can be applied for all such kinds of pairs.
(cD, cB) ∈ ∆IO

u+ ×∆IO
u : Assume (cD, cB) ∈ rIO . In this case, by definition of IO, either (1)

T |= D ⊑ A and T |= A ⊑ ∃r.B, for some A ∈ NC(O), or (2) D is of the form ∃s′.B and
T |= s′ ⊑ r. In case (1), since by assumption O |= r ⊑ s, we have that T |= D ⊑ A and T |=
A ⊑ ∃s.B, for some A ∈ NC(O). Then, by definition of IO, it follows that (cD, cB) ∈ sIO . In
case (2), since T |= s′ ⊑ r and by assumption O |= r ⊑ s (which means T |= r ⊑ s), we have
that T |= s′ ⊑ s. Then, again by definition of IO, as in this case D is of the form ∃s′.B, it
follows that (cD, cB) ∈ sIO . Since (cD, cB) was an arbitrary pair in ∆IO

u+×∆IO
u , this argument

can be applied for all such kinds of pairs.
We have thus shown that IO |= r ⊑ s.
Now, assume O ̸|= r ⊑ s. We show that IO ̸|= r ⊑ s. By definition of IO, we have that
{(c∃s.B , cB) ∈ ∆IO

u+ ×∆IO
u | T |= s ⊑ r} ⊆ rIO . By taking B = ⊤ and s = r (and since trivially

T |= r ⊑ r), we have in particular that (c∃r.⊤, c⊤) ∈ rIO . We now argue that (c∃r.⊤, c⊤) /∈ sIO .
By definition of IO, a pair of the form (c∃s′.B , cB) is in sIO iff T |= s′ ⊑ s. By assumption
O ̸|= r ⊑ s, which means T ̸|= r ⊑ s. So the pair (c∃r.⊤, c⊤) is not in sIO . ◁

This finishes our proof. ◀

▶ Lemma 62. Let O be a normalized ELH ontology and let IO be the canonical model of O
(Definition 26). The d-dimensional ⊕-geometric interpretation of IO (Definition 21) is a strongly
TBox faithful model of O.

Proof. From Theorem 27, if τ is an ELH CI in normal form or an ELH role inclusion over sig(O),
then IO |= τ iff O |= τ . Since, by Lemma 53 it is the case that I |= C ⊑ D iff ηI |= C ⊑ D

(where C and D are arbitrary ELH concepts) and by Lemma 54 it is the case that I |= r ⊑ s iff
ηI |= r ⊑ s (with r, s ∈ NR), we have that I |= τ iff ηIO |= τ , where τ is a TBox axiom in normal
form. This gives us ηIO |= τ iff O |= τ for any normalized TBox axiom. ◀

▶ Theorem 28. Let O be an ELH ontology and let IO be the canonical model of O (Definition 26).
The d-dimensional (possibly non-convex) ⊕-geometric interpretation ηIO of IO is a strongly and
IQ and TBox faithful model of O.

Proof. This result follows from Lemmas 52 and 62. ◀

▶ Lemma 63. For all r ∈ NR, all a, b ∈ NI , it is the case that ηI |= r(a, b) iff η∗
I |= r(a, b).
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Proof. We know that η∗
I |= r(a, b) iff it is true that η∗

I(a)⊕ η∗
I(b) ∈ η∗

I(r). From the definition of
η∗

I we know η∗
I(a)⊕ η∗

I(b) = ηI(a)⊕ ηI(b). Since µ(d) is binary for any d, we have ηI(a)⊕ ηI(b)
is binary. From Corollary 7, we have ηI(a)⊕ ηI(b) ∈ ηI(r), which, by the definition of satisfaction
is the case iff ηI |= r(a, b). ◀

▶ Lemma 64. For any vector v, such that v is a result of the mapping in Definition 19, if
v ∈ η∗

I(A), then v[A] = 1.

Proof. By the definition of η∗
I and that of convex hull, for all v, it holds that v ∈ η∗

I(A) means ∃
λi0 ≤ λi ≤ 1 such that v =

∑n
i=1 viλi, with vi ∈ ηI(A). By the definition of ηI , it is true that

vi ∈ ηI(A) is the case iff vi[A] = 1, for all 1 ≤ i ≤ n. By the definition of convex hull, this means
v[A] = 1. ◀

▶ Lemma 65. For all ELH IQs in normal form α, it is the case that η∗
I |= α iff ηI |= α.

Proof. If α is a role assertion the lemma follows from Lemma 63. Now, we will consider the
remaining cases. Let A, B ∈ NC be concept names, and a ∈ NI be an individual name. We make
a case distinction and divide the proof into claims for readability.

▷ Claim 66. Case 1: η∗
I |= A(a) iff ηI |= A(a).

Proof. Assume η∗
I |= A(a). By the semantics of geometric interpretation, η∗

I(a) ∈ η∗
I(A). By

the definition of µ, it is the case that η∗
I(a) is binary and, by the definition of η∗

I , it is the case
that η∗

I(a) = ηI(a). From Corollary 7 we get that ηI(a) ∈ ηI(A), which is the case iff ηI |= A(a).
Now assume ηI |= A(a). This means ηI(a) ∈ ηI(A). By definition of η∗

I , we know ηI(a) =
η∗

I(a), and by Proposition 5 we know ηI(A) ⊆ η∗
I(A). By assumption, η∗

I(a) ∈ η∗
I(A). By the

semantics of geometric interpretation, this means η∗
I |= A(a). ◁

▷ Claim 67. Case 2: η∗
I |= (∃r.A(a)) iff ηI |= (∃r.A(a)).

Proof. Assume η∗
I |= ∃r.A(a). By the semantics of η∗

I , we have that η∗
I(a) ∈ η∗

I(∃r.A). By the
definition of η∗

I , we know η∗
I(a) = ηI(a). Also, by construction of µ, it is the case that ηI(a) is

binary. If there is a binary v ∈ η∗
I(A) such that η∗

I(a)⊕ v ∈ η∗
I(r) then we are done. In this case,

by Corollary 7, we have that v ∈ ηI(A) and ηI(a)⊕ v ∈ ηI(r). This means, by the semantics of
ηI , that ηI |= ∃r.A(a).
Otherwise, for all v ∈ η∗

I(A) such that η∗
I(a) ⊕ v ∈ η∗

I(r) we have that v is non-binary (and,
moreover, such v exists). We rename this vector to z, giving us z = η∗

I(a) ⊕ v ∈ η∗
I(r). This

means that z =
∑n′

i=1 v′
iλ

′
i, such that ∃λ′

i with 0 ≤ λ′
i ≤ 1 and

∑n′

i=1 λ′
i = 1, and it also means

that v′
1, . . . , v′

n′ ∈ ηI(r). For clarity, we call the vector on the left-hand side of the concatenation
operation its prefix pref(x), and the one on the right-hand side its suffix suf(x). For example,
regarding the vector z ∈ R2·d renamed above, we have pref(z) = η∗

I(a) ∈ Rd and suf(z) = v ∈ Rd.
We now need to demonstrate that z ∈ ηI(∃r.A(a)). We show that (1) pref(z)[a] = 1, (2)

pref(z)[r, e] = 1, and (3) suf(z)[A] = 1.
1. We now argue that, for any v′

i ∈ ηI(r) such that
∑n

i=1 v′
iλ

′
i = z, it must be the case that

pref(v′
i) = η∗

I(a). This is because η∗
I(a) cannot be written as a convex combination of vectors

w′ ∈ (ηI(r) \ {η∗
I(a)⊕ v | v ∈ Rd}) such that pref(v′

i) =
∑n

i=1 w′
iλk. If this was the case, every

w′ would have pref(w′)[a] = 0, which, multiplied by any λ′
i, would of course still result in

pref(w′)[a] = 0, contradicting the fact that z = η∗
I(a)⊕ v. Since we know pref(z) = η∗

I(a), we
have that pref(z)[a] = 1.

2. We now argue that pref(z)[r, e] = 1. By Lemma 48, we know that, for v′
i ∈ ηI(r), there are

d, e ∈ ∆I such that pref(v′
i) = µ(d), suf(v′

i) = µ(e), and (d, e) ∈ rI , which, by the definition of
µ, gives us pref(v′

i)[r, e] = 1.
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3. From the fact we have assumed v ∈ η∗
I(A) and v = suf(z), we know that suf(z) =

∑n
i=1 viλi

with vi ∈ ηI(A). As v ∈ η∗
I(A), we get from Lemma 64 that suf(z)[A] = 1.

From these facts, we have that for z =
∑n

i=1 v′
iλ

′
i, it is true that pref(z)[a] = 1, that pref(z)[r, e] = 1,

and that suf(z)[A] = 1. By definition of ηI , this means pref(z) = ηI(a), that z ∈ ηI(r), and that
suf(z) = v ∈ ηI(A). Finally, by the semantics of ηI , we have ηI |= ∃r.A(a).

Now assume ηI |= ∃r.A(a). By the semantics of ηI , this means ηI(a) ∈ ηI(∃r.A). We know,
by the definition of η∗

I , that ηI(a) = η∗
I(a), and therefore it is binary. Now, η∗

I(a) ∈ ηI(∃r.A)
means η∗

I(a)⊕ v ∈ ηI(r) and v ∈ ηI(A). Since η∗
I(a)⊕ v ∈ ηI(r), this means it is a binary vector,

and by Proposition 5, it gives us η∗
I(a)⊕ v ∈ η∗

I(r). Since v itself is binary and v ∈ ηI(A), again
by Proposition 5, we have v ∈ η∗

I(A). This means, by the semantics of η∗
I , that η∗

I |= ∃r.A(a).

▷ Claim 68. Case 3: η∗
I |= A ⊓B(a) iff ηI |= A ⊓B(a)

Assume η∗
I |= A ⊓ B(a). By the semantics of geometric interpretation, this means

η∗
I(a) ∈ η∗

I(A) and η∗
I(a) ∈ η∗

I(B). By the definition of η∗
I , it is the case that η∗

I(a) = ηI(a), and
it is therefore binary. But, by Corollary 7 this means ηI(a) ∈ ηI(A) and ηI(a) ∈ ηI(B). This
means ηI(a) ∈ ηI(A) ∩ ηI(B), which gives us ηI |= A ⊓B(a).

Now assume ηI |= A ⊓ B(a). This means ηI(a) ∈ ηI(A) and ηI(a) ∈ ηI(B). By definition
of η∗

I we have ηI(a) = η∗
I(a), and by Proposition 5 we have η∗

I(a) ∈ η∗
I(A) and η∗

I(a) ∈ η∗
I(B).

This means η∗
I(a) ∈ η∗

I(A) ⊓ η∗
I(B), giving us η∗

I |= A ⊓B(a). ◁

This finishes our proof. ◀

▶ Lemma 69. Let O be a normalized ELH ontology and IO be the canonical model of O. The
geometrical interpretation η∗

IO
of IO is strongly IQ faithful with respect to O. That is, O |= α iff

η∗
IO
|= α, where α is an ELH IQ in normal form.

Proof. Since IO is canonical, IO |= α iff O |= α. By Lemma 52, we know O |= α iff ηIO |= α. By
Lemma 65, we have that if α is an ELH IQ in normal form then ηI |= α iff η∗

I |= α. This means
ηIO |= α iff η∗

IO
|= α. Hence, η∗

IO
|= α iff O |= α. ◀

▶ Lemma 70. For all C, D, it is the case that I |= C ⊑ D iff η∗
I |= C ⊑ D, where C ⊑ D is a

TBox axiom.

Proof. Let C, D be ELH concepts. We prove the statement in two directions.
Assume I |= C ⊑ D. By Lemma 53, we know I |= C ⊑ D iff ηI |= C ⊑ D, which means

ηI(C) ⊆ ηI(D). By Proposition 5, this implies η∗
I(C) ⊆ η∗

I(D). Finally, by the definition of
satisfaction, this is the case iff η∗

I |= C ⊑ D. Now assume η∗
I |= C ⊑ D. Then, by the semantics

of geometric interpretation, η∗
I(C) ⊆ η∗

I(D). This means if v ∈ η∗
I(C), then v ∈ η∗

I(D), with
v =

∑n
i=1 λivi and v1, . . . , vn ∈ ηI(C). So, assume CI is non-empty. Then, there is d ∈ CI , which,

by Lemma 49 is the case iff µ(d) ∈ ηI(C). By the definition of convex hull, µ(d) ∈ η∗
I(C). By

assumption, µ(d) ∈ η∗
I(D), and since µ(d) is binary, Corollary 7 gives us that µ(d) ∈ ηI(D). But

again by Lemma 49, this is the case iff d ∈ DI . Since d was arbitrary, we have I |= C ⊑ D. ◀

▶ Lemma 71. For all r, s ∈ NR, it is the case that I |= r ⊑ s iff η∗
I |= r ⊑ s.

Proof. First, assume I |= r ⊑ s. By Lemma 54, we know I |= r ⊑ s iff ηI |= r ⊑ s, which
means ηI(r) ⊆ ηI(s). By Proposition 5, this implies η∗

I(r) ⊆ η∗
I(s), which, by the definition of

satisfaction is the case iff η∗
I |= r ⊑ s.

Assume η∗
I |= r ⊑ s. Then, by the semantics of geometric interpretation, η∗

I(r) ⊆ η∗
I(s), which

means if v ∈ η∗
I(r), then v ∈ η∗

I(s), where v =
∑n

i=1 λivi for v1, . . . , vn ∈ ηI(r). Assume rI is non-
empty. Then, there must be (d, e) ∈ rI . We must now show (d, e) ∈ sI is true. Since (d, e) ∈ rI ,

TGDK
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by the definition of ηI , we have µ(d)⊕ µ(e) ∈ ηI(r) with both µ(d) and µ(e) being binary vectors.
By the definition of convex hull, µ(d)⊕ µ(e) ∈ η∗

I(r). Now, by assumption, µ(d)⊕ µ(e) ∈ η∗
I(s),

but since µ(d)⊕ µ(e) is binary, by Corollary 7 we have that µ(d)⊕ µ(e) ∈ ηI(s). By definition of
ηI , we have that µ(d)[s, e] = 1. By definition of µ, for all d′ such that µ(d′) = µ(d) we have that
(d′, e) ∈ sI . In particular, this holds for d′ = d. So (d, e) ∈ sI . We have shown that if (d, e) ∈ rI ,
then (d, e) ∈ sI , which is the case iff I |= r ⊑ s. ◀

▶ Theorem 31. Let ηI be a geometric interpretation as in Definition 21. If α is an ELH CI, an
ELH RI, or an ELH IQ in normal form then ηI |= α iff η∗

I |= α.

Proof. The result for IQs in normal form follows from Lemma 65; the one for concept inclusions
follows from Lemmas 53 and 70; and the one for role inclusion follows from Lemma 54 and from
Lemma 71. ◀

▶ Lemma 72. Let O be a normalized ELH ontology and let IO be the canonical model of O
(Definition 26). The d-dimensional convex ⊕-geometric interpretation of IO (Definition 29) is
a strongly TBox faithful model of O. That is, O |= τ iff η∗

IO
|= τ , where τ is either a concept

inclusion in normal form or a role inclusion.

Proof. Theorem 27 implies that if τ is an ELH CI in normal form or an ELH RI then O |= τ iff
IO |= τ . From Lemma 70, we know η∗

I |= C ⊑ D iff I |= C ⊑ D, and by Lemma 71 we get that
η∗

I |= r ⊑ s iff I |= r ⊑ s. This means that if τ is an ELH CI in normal form or an ELH RI then
IO |= τ iff η∗

IO
|= τ . ◀

▶ Theorem 32. Let O be a normalized ELH ontology and let IO be the canonical model of O
(Definition 26). The d-dimensional convex ⊕-geometric interpretation of IO (Definition 29) is a
strongly IQ and TBox faithful model of O.

Proof. The theorem follows from Lemmas 69 and 72. ◀

A.4 Omitted proofs for Section 6
▶ Theorem 35. Given a finite geometric interpretation ηI and an ELH CI in normal form,
Algorithm 1 runs in time in O(d · n4), where d is as in Definition 19 and n = |∆I |.

Proof. Algorithm 1 has four main parts that are never executed in the same run, each corresponding
to one of the normal forms that the input concept inclusion α can take.

α = A ⊑ B: In this case, the algorithm will execute lines Algorithms 1–1. From assumption 1,
Algorithm 1 spends time O(1) and by assumption 3 this line is run O(|∆I |) times. Hence, in
this case, the algorithm consumes time O(|∆I |).

α = A1 ⊓ A2 ⊑ B: From assumption 3, the loop from Algorithms 1–1 is executed O(|∆I |) times.
Each iteration consumes time O(1) by assumption 1. Thus, Algorithm 1 runs in time O(|∆I |)
in this case.

α = A ⊑ ∃r.B: According to assumption 3, the nested loop from Algorithms 1–1 uses time
O(|∆I | · |∆I |). The membership check in Algorithm 1 takes time O(d · |∆I | · |∆I |), by
assumption 4. Therefore, we get that Algorithm 1 requires time O(d · n4), where n = |∆I |.

α = ∃r.A ⊑ B: Algorithm 1 will execute from Algorithms 1–1 for CIs in this normal form.
Each iteration of the for loop starting in Algorithm 1 consumes constant time according to
assumption 1. Furthermore, the loop has O(|∆I | · |∆I |) iterations due to assumption 3. Hence,
Algorithm 1 uses time O(|∆I | · |∆I |) for CIs in this normal form.

Therefore, Algorithm 1 consumes time O(d · n4). ◀
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▶ Theorem 36. Given a finite geometric interpretation ηI and an ELH IQ in normal form,
Algorithm 2 runs in time O(d · n3), with d as in Definition 19 and n = |∆I |.

Proof. We consider each the four forms that an ELH IQ in normal form α can assume separately.
In each of them a ∈ NI, A, B ∈ NC, and r ∈ NR.

α = A(a): Due to assumptions 1 and 2, Algorithm 2 uses time O(1).
α = (A ⊓ B)(a): As in the previous case, the assumption 1 and 2 imply that Algorithm 2

executes in time O(1).
α = (∃r.A)(a): By assumption 3, Algorithm 2 is run O(|∆I |) times, each iteration consuming

time in O(d · |∆I | · |∆I |) (from assumptions 2 and 4). Therefore, Algorithm 2 spends time
O(d · n3) in such instance queries, where n = |∆I |.

α = r(a, b): Algorithm 2 runs in time O(d · |∆I | · |∆I |) due to assumptions 2 and 4.

Therefore, Algorithm 2 consumes time O(d · n3). ◀

▶ Theorem 37. Given a finite geometric interpretation ηI and an ELH role inclusion, Algorithm 3
runs in time in O(d · n4), where d is as in Definition 19 and n = |∆I |.

Proof. There are O(|∆I | · |∆I |) iterations of the for loop starting in Algorithm 3 in a single run
of Algorithm 3 as a consequence of the assumption 3. Additionally, each iteration consumes
time O(d · |∆I | · |∆I |) by assumption 4. Therefore, Algorithm 3 runs in time O(d · n4), where
n = |∆I |. ◀
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