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Preface

This workshop was the sixth in a series of three�days meetings on uni�cation and related
topics, the previous ones having been in Val d�Ajol (France), Lambrecht (Germany), Leeds
(UK), and Barbizon (France). As its predecessors, UNIF�92 was meant to be an opportunity
to meet old and new colleagues, to present recent (even un�nished) work, and to discuss
new ideas and trends in uni�cation and related �elds. In addition, these workshops are a
good opportunity for young researchers and researchers working in related areas to get an
overview of the current state of the art in uni�cation theory.

The very positive response to our invitation has shown that uni�cation theory still is a
rather active research area. We had 52 participants from 8 countries, of which France and
Germany provided the largest contingents. A travel grant by NSF made it possible t.o have
a larger than usual participation from the US.

The program consisted of 10 sessions with short talks (15 or 25 minutes), followed by
discussions, a lively panel discussion on past and future developments in uni�cation theory,
and system demonstrations.

The sessions were organized around the following topics:

o Type Reconstruction

0 AC and AC1 Uni�cation

0 General E�uni�cation and Narrowing

o Higher-Order Uni�cation

o Generalizations of U ni�cation

o Constraint Solving

a Feature and Order-Sorted Uni�cation

0 Combination Problems

0 Uni�cation in Speci�c Theories

0 Complexity

0 Applications

Dagstuhl castle and its staff provided a very convenient and stimulating environment,
which greatly contributed to the success of the workshop.
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Type-Reconstruction in the Second-Order
Lambda-Calculus

/\.J. Kfoury
Boston University, Boston, USA

Tlie Second�Or(ler l,amh<la�(7alculus, also called System F, is a system that assigns type
e.\&#39;pressions to pure lamhrla terms. The motivation for System F and other type lambda-
ralculi is both forintlational and pragmatic One the one hand, they naturally arise in
("(i)ll1l()�.C.lilOl&#39;l to proof systems in intuitiionistic logic; on the other, they formalize various type
xliscfiplines that. have been su<&#39;eess[&#39;nlly incorporated in modern programming languages. In
this talk we restrict our at tent ion to System F. Not all lambda terms are typable in System
l�. i.e. (�an be assignecl some t_\&#39;pe by the system. One outstanding open problem is �type-
remnstructtion� (TR) for .S&#39;_vst.ein l�. which is the problem of deciding whether an arbitrary
lennhcla term M is typahle in the systein. �Strong type-rec°onstrn(ftion� (STR) is at version
ol &#39;l�l{, where free variables in M ina__v he assig&#39;ne(l fixed, preclelinecl types. Another problem
wln1o<l to the pr(�(&#39;e(ling� two is "type�<&#39;liecking� TC), which asks: given term M and type. t.,
ran M be assigned type t h_v Systeiii 1&#39;"? \Ve survey several reeent results providing� partial
answers t.o TR, S&#39;l�l{. und &#39;l�(&#39; to!� Systein F. Wo (liscnss clecirlable and unclectirlable cases
o|&#39; these problems, relate them to (&#39;lllli(�l&#39;(�l]l. forms of unification, and suggest approaches for
l&H&#39;l\&#39;llIlg ont.st.an(ling open problems in this area.

Associative Commutative Matching
Based on the Syntaeticity of the AC Theory

Moliainerl Adi, Claude Kireliner

ll\&#39;l{l.\ Lorraine (K? CRIN. Nanr&#39;_v, l�ran<&#39;e

\\"e present. a new :\.\�:s&#39;()(�lEll.l\&#39;(�-C011]IlHll.E1l,lV(¥ mat(&#39;hing&#39; algorithm. It is based on the
s.\&#39;iita<&#39;t.i<°it._y oli assoriati\&#39;e�roininutative theories. As shown by Tobias Nipkow, it is possi-
hle to hnilt a inatrliing algorithin {vom a resolvant presentation oli an AC theory arnl we
lmve shown how this algorilhni can he lHl])l&#39;()V(�.(l in snrh a way that most rerlunrlant (�oni-
pntations are avoiihwl. The resulting algorithm has been iinplenienterl and, compared to
the algorithms that solve the ;\(&#39;-�inateliing problem using solving of inhomogenous linear
|)iophantine equations, it gives much better performan(�es. in particular a first mat(&#39;.li is
(&#39;uIH[)lll.(�(l several OI&#39;(l(�l&#39;S oli niagnitutles faster.
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AC1-Uni�cation/l\.�Iatcl1ing in I..l2l:L,1-1!� l.ugi(&#39;,
Programming

Steffen Holldobler, Josef Schneeberger, Michael Thielscher
TII Darmstadt

Linear logic programming is an approach to model changeable objects like situations or
states in a first-order equat.ional logic without the need to state frame axioms explicitely.
To answer queries posed to a linear logic program requires to solve certain (special) AC1-
uni�cation and matching problems. In the talk, we will give decidability results, determine
the type, and present uni�cation algorithms for these problems.

Integrating AC1-Uni�cation/ Matching into the
Process of Completion Modulo AC1

Martin Henz

DFKI Saarbrücken

In our approach to completion modulo AC1, we allow both undirected and directed
equations to contain constraints. These constraints may�in addition to zero�disequations�~
contain AC&#39;1�uni�cation problems. This allows us to integrate ACl-uni�cation into the
process of completion; we may store uni�cation problems that appear hard to solve and
wait until they can be simplified by applying a newly computed rewrite rule.

Counterexamples to Completeness Results for Basic

Narrowing
Eric Haernon

Vrijc Universiteit Amsterdam, Amsterdam,
Niederlande

Narrowing is a g(.�ll(.&#39;l"d.ll&#39;/.&I.l.l()Il of term rewriting. It can be used as an algoritlnn to cle-
termine whether two terms unify modulo a certain (C)TRS R. It can also be used as the
operational semantics for a language which integrates functional and Horn-clause program-
ming. Basic narrowing is a more ef�cicnt form of narrowing.�
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contain ACl-unificat ion problems. This allows us to integrate ACl-unificat.ion into tlie 
process of completion; we ma.y store unification problems that appear hard to solve and 
wait until they ca11 be simplified by a.pplying a newly computed rewrite rule. 

Counterexamples to Completeness Results for Basic 
Narrowing 

Eric Haemon 
Vrijt• U11ivcrsit.cil. Amst.crdam, Amsterdam, 

Niederl,lllcle 

Narrowi11g is a gc•11t•rc1,liz,it.io11 of t.erlll rewriting. It. ca.11 be used a-San aJgoritl1111 to dc
Ll:rmine whet.her two t.er111:-; u11ify modulo a certain (C)TRS R. It can also be used as the 
operational semantics fo r a language which integrates functional and Hom-clause program-
111111g. Ua.c,ic narrowing is a more efficient. fo rm of narrowing. 
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It has been conjectured that basic narrowing is complete for semi�complete TR.S�s (Ya-
mamoto) and tl1at basic conditional narrowing is complete for semi-complete orthogonal
CTRS�s (Giovannetti & Moiso). We have found counterexamples for these conjectures.
Furthermore, we show that one of the assumptions in Hoelldobler�s completeness proof for
basic conditional narrowing is incorrect and we give a way of repairing this problem. Wo will
give certain syntactical restrictions that make basic narrowing complete for semi-complete
TRS�s. Finally, we show that narrowing is complete for level-confluent CTRS�s that. may
contain variables in the right-hand side of a rule that do not appear in its left-hand side.

Narrowing and Basic Forward Closures

Stefan Kurtz

Universität Bielefeld

Forward closures are a. common notion in the field of term rewriting systems. They can
be seen as a result of a partial evaluation process of the narrowing relation. Our idea is to
restrict this evaluation process to the basic narrowing relation, which leads to the notion
of basic forward closures. If one uses the basic forward closure of a term rewriting system
in a narrowing procedure, one can discard all the positions, which are introduced by the
right-hand sides of the term rewriting rules, thus leading to a narrowing procedure ca.lled
left-to-right bottom-up narrowing. This procedure is complete and terminates, if the basic
forward closure of the term rewriting system is finite.

Conditional Rewriting Presentations
for General E-Uni�cation

Bert.ran(l Delsa.rt

LIFIA, Grenoble, France

Using strictly resolvent (i.e. ���-1+3 §���+R lag�) conditional rewriting presentations
of equational theories leads to a new transformation rule. This rule defines an unifying
framework for the existing topmost approaches to E-uni�cation. Thus the development of
common formal optimizations and implementation techniques is possible. Moreover, new
algorithms can be expressed with this rule. For example, presentations based on different
kinds of conditions lead to F,-uni�cation algorithms the behavior of which depends on
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the axiom 211311111211. We 21130 present the main ideas of an efficient. E�uni�cation algorithm
basecl on present.ations the (�011111110113 of which contain only E-unification problems between
V2111 2111 l es .

Practical Uni�cation of Higher-Order Patterns

Tobias N ipkow
T11 Miinchen

lligher�()rcler l�zttterns (ll()l�s) are lainl;)(la�t.e1&#39;n1s in beta-normal form whose free V2111-
ables occur only in subterms of the form I" :1r1...:r�_� where F is free and the .r,- are (listinet
bound variables. Dale Miller showed tliat with respect. t.o uni�cation l*lOl�s behave like
first-order ternisz 111111102111011 is rleciclable 21.1111 most general unifiers exist. We present. three
111110113111. versions of Miller&#39;s uuilitfation algorithm for HOPs:

- a su<:ciu(&#39;t 21.1111 hig&#39;li�level l°ornn1la.tion in terms of transforma.tion rules, � 21. 101-11131110

ztlgoritlnn derived 110111 1110 11211131°01°11121.1.i011 rules, and - a Version of the recursive a.lg&#39;oritlun
using� 110 13111111113 notation.

Both the trzuislormation rules and the recursive algorithms are close to their <"o1u1terparts
101° �r31.�0r110r terins.

Minimal Modular Higher Order E-Uni�cation

1� 121.117. VVeber

l�ors<-liungszentrum lntorniatik l{a.1&#39;ls1&#39;11lie

Nearly a.ll higher order uniliratiou a.lgoi&#39;itl&#39;uns which are used nowadays 2110 21 variant. of
the a.lgorithm which was ])lll)li.\&#39;l|(�(l in 1974 by Huet. R.eeentl_y 2111 extension 0111113 algorithm
t.o higher order l.�rlIl�|il-i(&#39;d.li()H was (lev(�l0pp(�.(l by Nipkow, Qian and Wang. The exteurlevl
algoritlim is 21.1110 to in<&#39;orpora.te &il�l)li.I&#39;?tl&#39;_Y ])S(.�.ll(lOlg(�.l)l<tiC equational theories. 11111i01&#39;1.11112111_y�
the ext.en(le(l algorithm is no 1011g0r 1111111111211 111 contrast to the Original algoritlun of 111101..
The presentation analyzes t.he 102130113 tor the lack 01&#39;111111111121.111.y aml gives partial solut.ions
for the probleni. 0110 10213011 is, 11121.1 the ll�:-Sll&#39;l1])lill(&#39;£i.l,lOl�l rule of the extemlecl ulgoritlnn
produces (lepenclent solutions 011 (litlereut l&#39;,)l&#39;&1I]Cl&#39;lCS of the 3021.10.11 tree. For this 021.30 a. process
will be 110301111011 which 1111.013 out all solutions which are not preuuiliers 21.1111 depend on
a.nother solution. Also 1110 1�1-i11111.21.1.1011 rule of the extenclecl algorithm returns tl(�[)l�(l(�lll.
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solutions. The reasons for that ma.y be found by analyzing a combined E-imitation and
E-simpli�cation rule. The branches generated by this combined rule may be statically
computed and the dependency between those branches may be statically analyzed. In the
case of C-uni�cation and AC-uni�cation half of the branches may be pruned due to such

dependencies.

A Complete Transformation System for Polymorphic
Higher-Order Uni�cation

Ullrich Hustadt

MP1 Saarbrücken

Polymorphic higher-order uni�cation is a method for unifying terms in the polymorphi-
cally typed /\�calculus, that is, given a set of pairs of terms 50 z {s1 : t2, . . . ,.s.� : tn},
called a uni�cation problem, �nding a substitution 0 such that rI(s,-) and am) are (�.q11lV8l¬.�Hl.
under the conversion rules of the calculus for all i, 1 _<_ i S n.

I present the method as a transformation system, i.e. as a set of schematic rules U z?
U� such that any uni�cation problem 6(U) can be transformed into 6(U�) where 6 is an
instantiation of the meta-level variables in U and U�. By successive use of transformation
rules one possibly obtains a solved uni�cation problem with obvious uni�er. I show that
the transformation system is correct and complete, i.e. if 6(U) => 6(U�) is an instance of a
transformation rule, then the set of all uni�ers of 6(U�) is a subset of the set of all uni�ers
of 6(U) and if U is the set of all uni�cation problems that can be obtained from successive
applications of transformation rules from an uni�cation problem U, then the union of the
set of all uni�ers of all uni�cation problems in U is the set of all uni�ers of U.

The transformation rules presented here are essentially different from those in [Gallier�
Snyder89] or [Nipkow90]. The correctness and completeness proofs are in lines with those
of [GallierSnyder89].
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A Combinatory Logic Rewriting Relation which

Supports Narrowing

Marian Vittek

INRIA Lorraine & CRIN, Nance, France

Higher-order (equational) uni�cation problems can be solved by means of combinatory
logic theory. In this setting, one can hope to solve the uni�cation problems using alge-
braic methods like narrowing. Unfortunately there is no known rewriting relation in the
combinatory logic theory which decides the e-equality (equality induced by a�-I7-equality
in /\-calculus) and which is �sufficiently algebraic� to get a narrowing based uni�cation
procedure.

In our approach we define a rewriting relation de�ned on terms, that needs to enrich the
set of combinatory logic terms by Xabstraction. On this enriched term algebra we have
de�ned the rewriting relation consisting of the three weak reduc.tion rules (from combinatory
logic theory) and of a variant of the extensionality rule (from A-calculus). This rewriting
relation decides the e-equality between the combinatory logic terms and ca.n be used as the
base for a narrowing-like uni�cation procedure.

The Decidability of Higher-Order Matching

David Wolfram

University of Oxford, Oxford, United kingdom

We show that a group of matching problems in the third-order simply-typed A-calculus is
N1�-Complete by a reduct.ion from propositional satis�ability. Statman�s mapping of higher-
order uni�cation problems to those in the pure simply-typed /\-calculus is also discussed,
and used as a simplifying method.

The projection property is then introduced:

Does there exist a. substitution 7r such that

hea.(l()\:r, . . .1:,,,.@(t1, . . . ,t,,,)7r) = :23,-

where i E {l,...n}°?

If this property is unclecidahle, then higher�order matching is undecidable; if not, then
a type restriction on variables in terms gives a group of decidable higher-order matching
problems of arbitrarily high order.

11

A Combinatory Logic R ewriting R elation which 
Supports Narrowing 

Marian Vittek 
INRIA Lorraine & CRIN, Nance, France 

Higher-order (equationa.l) unification problems can be solved by means of combinatory 
logic theory. In this setting, one can hope to solve the unification problems using alge
braic methods like narrowing. Unfortunately there is no known rewriting relation in the 
combinatory logic theory which decides the e-equality (equality induced by 0:,817-equalit y 
in A-calculus) and which is 'sufficiently algebraic' to get a narrowing based unification 
procedure. 

In our approach we define a r<:'writing relation defined on terms, that needs to enriclt the 
set of combinatory logic terms by A-abstraction. On this enriched term algebra we have 
defined the rewriting relation consist.ing of the three weak reduction rules (from combinat.ory 
logic theory) and o f a variant of the extensionality rule (from A-calculus). This rewriting 
relation decides the e-equality between the combinat.ory logic terms and can be usccl ;i..<; the 
base for a narrowing-like unification procedure. 

The D ecidability of Higher-Order Matching 

David Wolfram 
University of Oxford , Oxford, United Kingdom 

We show that a group of matching problems in the third-order simply-typed A-calculus is 
NP-Complete by a reduction from propositional satisfiability. Statman's mapping of higher
order unification problems t.o those in the pnre simply-typed A-calculus is also discussed, 
and used as a simplifying method. 

The projection property is t.hen int.roduced: 

Does there exist. a suhstit.11tio11 rr such that 

where i E { 1, .. . n }'? 

If this property is undecidable, t hen higher-order matching is t111decidable; if 1101., then 
a. type restrict.ion on variablf's in terms gives a group of decidable higher-order matching 
problems of arbitrarily high order. 

11 



Uni�cation of Terms with Integer Exponents

Hubert Comon

University Paris-Sud, Paris, France

,0-terms are ordinary terms in which some parts are allowed to be iterat.ed along �xed
paths. The number of iterations is part of the syntax of the terms and may include in-
teger variables. There are restrictions in the p�terms if Chen&Hsiang: The iterated part
should not itself contain iterated parts (no nested iterations). It is also forbidden to iterate
terms containing va.riables. In this paper, we drop these two restriction along some special
constructions. And we show that uni�cation of such terms is decidable and �nitary.

Negation Elimination in Equational Formulae

Hubert Comon, Maribel Fernandez
CNRS a.nd LRI, Paris, France

An equational formula is a �rst order formula over an alphabet .7: of function symbols
and the equality predicate symbol. Such formulae are interpreted in the algebra T(.7) of
�nite trees. A uni�cation problem is any equational problem which does not contain any
negation (in particular, it should not contain any disequation). We give a terminating set
of transformation rules such that an equational formula a5 is (semantically) equivalent to
a uni�cation problem iff its irreducible form is a uni�cation problem. This result can be
formulated in another way: our set of transformation rules computes a �nite complete set
of �most general uni�ers� for a formula each time such a �nite set exists.

The above results are extended to quotients of the free algebra by a congruence :3 which
can be generated by a set of shallow perinutative equations E.
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Complement Problems and Tree Automata

Denis Lugiez
CRIN-INRIA, Nancy, France

Given a term t, a set of terms R = {t1, . . . ,t,.}, to solve the complement problem t #
t1 . . .t ¢ tn is to �nd if there is a ground instance of t which is not a ground instance of any
of the ti-3. We propose a new solution of this problem when some functions are associative
and commutative and the ti-s are linear. This solution relies on tree-automata which are
a powerful tool to recognize regular tree languages. We describe some extensions to other
theories and to some non-linear cases.

Difference Uni�cation

David Basin Toby Walsh
Max-Planck-Institut für Edinburgh University,
Informatik, Saarbrücken Edinburgh, Scotland

In this paper we introduce difference uni�cation, a procedure that supports the general
application of a rewrite procedure called rippling in theorem proving and term simpli�ca-
tion. A difference uni�er takes as inputs two terms (or formulas) s and t. It returns 3
and t annotated with wave�fronts (places where the terms differ), and a set of substitutions
such that the skeleton of the annotated terms (that is, the terms formed by deleting all
the differences) are equal under substitution. Although difference uni�cation generalizes
�rst-order uni�cation, it is much more than uni�cation. It is an attempt to make two terms
identical not just by variable instantiation, but also by structure hiding; the hidden struc-
ture is the part of the term within the wave-front that serves to direct rippling. We will
present a difference uni�cation algorithm and proves various properties it possesses (like
soundness and completeness). We will also identify some future directions like higher�order
difference matching.
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Unifying Cycles

Jörg Würtz
DFKI Saarbrücken

Two-literal clauses of the form L <- R occur quite frequently in logic programs, deductive
databases, and��disguised as an equation-in term rewriting systems. These clauses define
a cycle if the atoms L and R are weakly uni�able, i.e., if&#39;L uni�es with a new variant of 1
The obvious problem with cycles is to control the number of iterations through the cycle.
In this paper we consider the cycle uni�cation problem of unifying two literals G and 1
modulo a cycle. We review the state of the art of cycle uni�cation and give new results
for a special type of cycles called unifying cycles, i.e., cycles L +� R for which there exists
a substitution 0 such that UL z UR. Altogether, these results show how the deductive
process can be ef�ciently controlled for special classes of cycles without losing completeness.

Relative Simpli�cation: A Unifying Principle for
Constraint Programming

Gert Smolka

DFKI Saarbrücken

The constraint logic programming model is obtained from the conventional IIorn clause
model by replacing uni�cation with constraint simpli�cation over arbitrary structures. More
recent frameworks for constraint programming (ALPS, CC, AKL, Hydra) require that en-
tailment between constraints is tested for incrementally. Two of these frameworks (AKL,
Hydra) provide for deep guards, which require incremental entailment checking between
constraints and formulae with defined relations.

The talk will introduce the notion of relative simpli�cation, which is a unifying principle
behind the mentioned approaches to constraint programming. In particular�, relative simpli-
�cation de�nes a uniform operational interface between constraint systems and constraint
programming frameworks.

14

Unifying Cycles 

Jorg Wi.irtz 
DFKI Saarbri.icken 

Two-literal clauses of the form Lt- R occur quite frequently in logic programs, deduct ive 
databases, and- disguised as an equation- in term rewriting systems. These clauses define 
a cycle if the atoms L and Rare weakly unifiable, i.e., if L unifies with a new variant of J 

The obvious problem with cycles is to control the number of iterations through the cycle. 

In this paper we consider the cycle unification problem of unifying two literals G and j 

modulo a cycle. We review the state of the art of cycle unification and give new results 
for a special type of cycles ca.llcd unify ing cycles , i.e. , cycles L t-R for which there exists 
a substitution a such tha.t a L = <T R . Altogether, these results show how the deductive 
process can be efficiently co1Lt.rolled for special classes of cycles without losing completeness. 

Relative Simplification: A Unifying Principle for 
Constraint Programming 

Geri Smolka 
D FKI Saarbri.icken 

The constraint logic programming model is obtained from the conventional Horn clause 
model by replacing unifi cation with constraint simplification over arbitrary structures. More 
recent frameworks for constraint programming (ALPS, CC, AKL, Hydra) require that en
tailment between constraints is tested for incrementally. Two of these frameworks (AKL, 
Il ydra) provide for deep gua rds, which require increment.al entailment checking between 
constraints and formulae with defined rela tions. 

The talk will introduce the notion of relative simplification , which is a unifying principle 
behind the mentioned approaches to constraint. programming. In particular, relative simpli
rication defines a unifo rm opera.t. io11a.l interface between constraint systems and constraint 
progr.-Lmming frameworks. 
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Relative Simpli�cation for and Independence of CFT

Ralf Treinen, Gert Smolka
DFKI Saarbrücken

CFT is a new constraint system providing records as logical data structure for constraint
(logic) programming. It can be seen as a generalization of the rational tree system employed
in Prolog II, where �ner�grained constraints are used, and where subtrees are identi�ed by
keywords rather than by position.

CFT is de�ned by a �rst-order structure consisting of so-called feature trees. Feature
trees generalize the ordinary trees corresponding to �rst�order terms by having their edges
labeled with �eld names called features. The mathematical semantics given by the feature
tree structure is complemented with a logical semantics given by �ve axiom schemes, which
we conjecture to comprise a complete axiomatization of the feature tree structure.

We present a decision method for CFT, which decides entailment and disentailment be-
tween possibly existentially quanti�ed constraints. Since CF T satisfies the independence
property, our decision method can also be employed for checking the satis�ability of con-
junctions of positive and negative constraints. This includes quanti�ed negative constraints
such as \7�y�v�z(:z: 9¬ f(y,::)).

Extensible Uni�cation as Basis for the

Implementation of CLP Languages

Christian Holzbaur_
University of Vienna, Wien, Osterreich

We address various aspects of the proposal to use user-de�ned extensible unification as the
basic formalism for the implementation of constraint logic programming (CLP) languages.
The close connection between uni�cation theory and CLP, exhibited through the theoretical
work of Jaffar et al., justi�es the proposed step to make this link explicit and, particularly,
operational.

The idea with extensible uni�cation in the context of logic programming is that the
user identi�es the set of interpreted functors through the provision of a signature. The
uni�cation semantics of terms built from interpreted functors are speci�ed in the form of
predicates in the language whose uni�cation part is to be extended.

If CLP languages are implemented via extensible uni�cation, they will inherit the capa-
bility of being extended on the very same basis, leading to the attractive construction of
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towers of (metacircular) CLP languages. AC and word uni�cation algorithms, for example,
typically require the solution of Diophantine equations and systems thereof.

Order-Sorted Feature Theory Uni�cation

Hassan Ait-Kaci, Andreas Podelski, Seth Copen Goldstein
DEC, Paris, France

Order-sorted feature (OSF) terms generalize �rst-order rational terms whereby construc-
tors become partially ordered sorts, and argument positions become symbolic feature sym-
bols. We add the notion of class to OSF terms in order to impose structural constraints on
objects. This is realized thanks to a monotonic mapping from sorts to OSF terms. We call
such a mapping an OSF� theory. The use of structural constraints from an OSF theory in
the normalization of an OSF term is called OSF Theory Uni�cation. It allows objects to be
implicitly constrained by their classes.

In this manner, we obtain a formal system that models record-like objects with recursive
class de�nitions accommodating multiple inheritance, and equational constraints among
feature paths, including self-reference. The problem of normalizing an object to fit class
templates is undecidable in general. We propose a complete and efficient set of rules to
perform this normalization whenever it may be done.

VVe also propose a weaker uni�cation problem that is complete with respect to a specific
class of formulas. We show the weaker problem to be decidable and give normalization rules
that achieve OSF uni�cation in almost linear time. We obtain a complete algorithm for the
general OSF theory uni�cation problem with the addition of just one rule. The complete set
of rules always terminates on an inconsistent formula, but may diverge on some consistent
ones.
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Feature Algebras as Coalbegras: A Category
Perspective on Uni�cation

Bill Rounds

University of Michigan, Ann Arbor, USA

We investigate the notion of extensionality in feature algebras: an algebra is extensional
if whenever two objects have the same features, then they are the same. We characterize
the notion in terms of subsumption relationships induced by algebra homomorphisms. We
prove representation theorems for extensional algebras, and we show how the notion of
extensionality can be related to the same notion in (non-wellfounded) set theory, by using
feature algebras to construct a set theory model, one in which Aczel�s axiom (AFA) fails.

A Complete and Decidable Feature Theory

Rolf Backofen, Gert Smolka
DFKI Saarbrücken

Feature Graphs are a universal data structure employed in computational linguistics and
logic programming. We present a complete and recursive axiomatization of the structure of
all feature graphs. Our completeness proof exhibits a decision procedure for the first-order
theory of feature graphs. Moreover, the axiomatization provides a handy characterization
of the elementarily equivalent models. We present a rational tree model of the feature graph
theory clarifying the relation ship between feature graphs and rational trees.

On Approaches to Order-Sorted Rewriting

Andreas Werner

Universität Karlsruhe

Order�sorted rewriting builds a nice framework to handle partially de�ned functions and
subtypes. Differing from many-sorted rewriting, the critical pair lemma and Birkhoif�s
completeness theorem do not hold in general. To retain a critical pair lemma, order-sorted
rewriting has been restricted to sort decreasing term rewriting systems. In the last year
efforts have been made in order to get a more general critical pair lemma. In this talk a
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new approach to order-sorted rewriting will be presented and will be compared it with the
other ones.

Combination Techniques and Decision Problems for
Disuni�cation

Franz Baa.der Klaus Schulz

DFKI Saarbrücken CIS München

Previous work on combination techniques considered the question of how to combine
unification algorithms for disjoint equational theories E1, ..., E" in order to obtain a
uni�cation algorithm for the union E; U . . . U En of the theories. Here we will introduce a
variant of the combination algorithm given in [BS] which allows us to treat �nite systems
of equations and ineqnations. Our main result says that solvability of finite systems of
equations and disequations with respect. to E1 U . . . U En is decidable if solvability of �nite
systems of equations and disequations under linear constant restrictions is decidable for
the disjoint equational theories E,-(i = 1,. . . , n). This implies that the existential fragment
of the theory of the (ground) term algebra modulo associativity of a finite numbert of
function symbols is decidable, and a similar result follows for functions symbols which are
associative and commutative. The first result seems to be new-it closes a gap between
previous decidability results in [BS] and an undecidability result by R. Treinen [Tr]. The
second result has been proved earlier by H. Comon [Co].
[BS] F. Baader, K.U. Schulz, �Unification in the Union of Disjoint Equational Theories:
Combining Decision Procedures�, DFKI-Research Report RR-91-33, also in Proceedings of
the 11th lnt.ernational Conferen(&#39;.e on Automated Deduction, LNAI 607, (1992), pp. 50-65
[Co] II. Comon "Unification and Disunification. Theories et Applications�, PhC thesis,
Institut. National

Polytechnique de Grenoble, Grenoble, France, 1988. [Tr] R. Treinen, �A New Method for
Undecidability Proofs of First Order Theories�, J. Symbolic Computation 11 (1992)
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Higher-Order E-Uni�cation
for Arbitrary Theories

Zhenyu Qian, Kang Wang
Universität Bremen

This paper presents an algorithm consisting of three transformation rules for pre-uni�cation
of simply typed A-terms w.r.t. a, �ß and 17 conversions and an arbitrary first-order equa-
tional theory E. The algorithm is parameterized by E-uni�cation algorithms that admit
free function symbols. It is proved that the algorithm is complete if the given E�-unification
algorithm is complete.

The result is relevant to implementations of higher-order logic programming languages
and higher-order proof systems.

Uni�cation in a Combination of Equational Theories
with Shared Constants and its Application to Primal

Algebras

Christophe Ringeissen
CRIN-CNRS & INRIA-Lorraine, Nancy, France

We extend the results on combination of disjoint equational theories to combination of
equational theories where the only function symbols shared are constants. This is possible
because there exist. �nitely many proper shared terms (the constants) which can be assumed
irreducible in any equational proof of the combined theory. We establish a connection
between the equational combination framework and a more algebraic one. A uni�cation
algorithm provides a symbolic constraint solver in the combination of algebraic structures
whose �nite domains of values are non disjoint and correspond to constants. Primal algebras
are particular �nite algebras of practical relevance for manipulating hardware descriptions.
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Uni�cation problems modulo distributivity

Evelyne Contejean
University Paris-Sud, Paris, France

Uni�cation modulo the two-sided distributivity of a symbol a: over a symbol + in the term
algebra T({+, 4:}, x) is still an open problem. The syntactic approach used by Arnborg and
Tiden for the one-sided distributivity is not possible for the two-sided one. We have proved
that the solutions of some particular (called starry balanced) uni�cation problems with
distributivity have some strong properties: solving such a problem modulo D boils down to
solve the same problem modulo AC1. Moreover we can discribe ��almost all� solutions of
a starry balanced problem thanks to a particular term algebra T({+, Ü called structure
algebra: solutions are �scl1ematic instances� of the unique solution of the original problem
modulo AC1.

Complexity of E-Uni�cation Problems

Paliath Narendran

State University of New York, Albany, USA

Complexity issues in Uni�cation have been investigated a great deal since Paterson and
Wegman published their linear-time algorithm for standard uni�cation. E-uni�cation, or
uni�cation in the presence of an equational theory E, is much more complicated, most of
the problems being undecidable in general. Research has so far concentrated on two major
issues  ’� E-uni�ability where one only has to check whether there exists a uni�er for the
input terms, and (ii) computing a complete set of E-uni�ers for terms especially when these
sets are known to be always �nite. In Kapur and Narendran (1989) we brie�y surveyed
the results and presented them in tabular form. The present talk updates that survey and
discusses several signi�cant open problems.
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A Uni�cation� and Ob ject�Based Symbolic

Computation System

Georgios D. Grivas
ETH Zürich, Schweiz

The most important of the primitive operations for symbolic computation is the matching
of terms. The main factor for ef�cient rule-based programming is the number of uni�cations
performed and attempted in the course of a computation. The main goal of this work is to
speed up the pattern matching operation for the rule- andobject-based symbolic compu-
tation system AlgBmc-h. Unlike Mathematica, /1lgBench is designed in an object�oriented
way and supports a.lso two�way pattern matching (uni�cation). In the chosen (tomputation
model all evaluations a.re done by pattern matching. The core of the system is class-based.
Every pattern object class represents a class of patterns and is a subclass of the class of the
composite expressions. Thus, we have a clear design and new pattern object classes can be
easily added to the system. l�luet�s and the mark and retract algorithms for standard uni�ca-
tion as well as Stickel�s algorithm for associative commutative uni�cations are implemented
in an object-oriented style. We extend Mathematica�s type-constrained pattern matching
by taking into account inheritance information from a user-de�ned hierarchy of object types
(heads of composite expressions). The argument unification is basically instance variable
uni�cation. In order to ha.ve efficiency in a rule- and object-based symbolic computation
system the improvement of the pattern matching operation in an ob ject�oriented way seems
to be very appropriate.

Retrieving Library Functions by Unifying Types
Modulo Linear Isomorphism

Mikael Rittri

(f7l1ali11ers University, Goteborg, Sweden

An improved method to retrieve a lilirary function via its Hindley/lVlilner type is pre-
sented. A function is retrieved if one can_ instantiate the bound variables of its type, and
the free variables of the query type, to get linearly isomorphic types. By linear isomorphism
is meant the isomorphisms that hold in any symmetric monoidal closed category; Soloviev
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has shown that they are presented by five equational axioms:

/l><BE�B><A

(A><B)xC§Ax(BxC) 
1xA &#39;�_*-* A

(AxB)�+C&#39; 3 A�>(B-�+C)
1-�+C E� C

A uni�cation algorithm modulo this equivalence has been given by Narendran, Pfenning
and Statman. I use it in a retrieval system for the functional language Lazy ML. Further
details can be found in PMG report 66, Chalmers 1992, address as above.

Conditional Rewriting Modulo a Built-in Algebra

Jürgen Avenhaus, Klaus Becker
Universität Kaiserslautern

Many programming languages have built-in operations to enhance efficiency. Rewriting
can be seen as a high-level programming language. But so far it was not clear how to
integrate built-in operations and at the same time preserve the well known techniques for
proving termination and confluence. We present a method to integrate a built-in algebra
into conditional rewriting systems. First, equational specifications will get assigned a suit-
able semantics that. takes into account the predefined structure and allows for partially
delinecl functions. The interpretation of �semantically and syntactically de�ned mixed ob-
je(1:t.s� is based on sort hierarchies. As a consequence of this sort hierarchy a great deal of
classical rewriting theory can be carried over to our context. We can prove local con�u-
ence by considering critical pairs. Furthermore we can construct reduction orderings, that
incorporate knowledge about. the built-in algebra and can be used to prove termination of
the rewriting system.
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Undecidability of the Horn clause Implication

problem

Jerzy Marcinkowski, Leszek Pacholski
University of Wroclaw, Wroclaw, Poland

We prove that the problem �given two horn clauses H1 = (a1 /\ Q2 ��> h� and H2 =
(71 /\ ��j� A 7k ��> 6), where 01, �,7,, 6 are atomic formulas, decide if H2 is a consequence of
H1� is not recursive.

The theorem follows from the series of more or less technical lemmas.

De�nition 1. For a Horn clause H = (a; /\ a2 ��> ß), and a set G of ground clauses a
G&#39;�&#39;H-derivation tree is a tree labelled by unit clausses in such a way, that for each node 1.
there exists a substitution a with the property -that the left and the right son of the node
t are labelled by c7(oz1) and 0(a2) respectively, and t is labelled by a(�), and moreover the
leaves are labelled with elements of G.

Lemma 2. There exists a Horn clause H = (a1 /\ a2 �+ ß), and a �nite set G of
ground unit clauses such that it is undecidable if for a given word w, there exists a �nite
G-Hwlerivation tree with a branch w.

The next two lemmas have a technical character and say, that it is possible to force a
derivation tree to contain a given branch (Forcing Lemma) and to hide the large uncon-
trolled term that appears in the root of a derivation (Hiding Lemma).

Sequential Signatures

Delia Kesner

CNRS and LRI, Paris, France

Sequentiality is a property of monotonic predicates over partial terms, related to the
possibility of systematically expanding any term step-by-step in order to turn the predicate
true. This work is concerned with the sequentiality of sort predicates in order sorted alge-
bras, where each sort predicate S 07�t5 characterizes the partial terms of sort 6. Monotonicity
of sort predicates guarantees that each time sorts decrease, there is more and more chance
to well type terms. A signature Z is defined to be sequential if for every sort 6 E E, the
sort predicate S0&#39;I�t5 is sequential.

The idea of sequentializing the type checking is that terms will need to be evaluated as
far as necessary in order to satisfy a subsort constraint. In general, a few computation steps
could be sufficient, without reducing terms to full normal forms.
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In this talk we provide a decision procedure for sequentiality of signatures and we provide
a compilation scheme which allow to efficiently decrease the sort information of any term.
Our characterization of signatures becomes in this way a necessary and suf�cient condition
in order to perform ef�cient type veri�cations in order-sorted algebras.

Partial Uni�cation for Ordered Theory Resolution

Peter Balnngartner
l.7niversil ý� l\&#39;oblen&#39;/.

&#39;l�l1eory resolution is a kind of two-level reasoning, where the concept of �synta(&#39;1.i(f com-
plementarity� is generali&#39;/.e(l to "semantic complementarity� under a given theory. Thus,
for iinplementations we need a special �background reasoner� that implements the theory.
\&#39;\"e describe such reasoners on an al)sl1�a(&#39;t level as proof calculi.

VVe are interested in the &#39;aulomal.i(&#39;al construction of such calculi from given theories. As
a main result, we present a technique that allows to compile a given Horn theory into a
(possibly infinite) set of inference rules. These inference rules can roughly be seen as an
order-restricted version of unit-resulting resolution. The compilation technique works in
the spirit of I&#39;\&#39;nutl&#39;n-l3en(lix completion by adding new inference rules to shortcut critical
pairs. However. instead of equations it deals with general Horn theories.

In summary, we acliie\&#39;e a. (&#39;()mplete combination of ordinary ordered resolution and or-
dered unit resulting� resolution for the Ilorn subset of the specification.

In t.his talk we provide a <kC'isio11 procPdure for scquent.ialit.y of signat. tt r<'s and W<' provid<' 
a compilation scheme which allow to efficiently decrease the sort. i11format.io11 of any term. 
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Pc·t<'r Baumgart.1wr 
l i11i v<'rsita.t. J-.:ohknz 
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