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Dagstuhl Seminar on Deduction
VVolfgang Bibel Koichi Furukawa Mark Stickel

Technische Hochschule Darnistadt Keio University SRI Internationa.l

Logic is an essentia.l formalism for computer science and artificial int.elligence. It is
used in such diverse and importa.nt activities as

0 Problem specifica.tion.

0 Program transformation, verification, and synthesis.

o Hardware design and veri�cation.

0 Logic programming.

0 Deductive da.tabases.

0 Knowledge representation, reasoning, diagnosis, a.nd planning.

o Natural language understanding.

0 Mathematical theorem proving.

The universality of the la.ngua.ge of logic, the certainty about the meaning of statements
in logic, and the implementability of operations of logic, all contribute to its usefulness
in these endeavors.

Implementations of logica.l operations are realized in the field of a.uto1nated clccluction,
which has introduced fundamental techniques such as unification. resolution, and term
rewriting, a.nd developed automated deduction systems for propositional, first-order,
higher-order, and noncla.ssica.l logics.

This meeting was convened to give international researchers on deduction the opportu-
nity to meet a.nd discuss techniques, applications, and research directions for deduction.
Presentations covered many topics of current research in the �eld. At least equally va-
luable was the opportunity to discuss our successes, failures, plans, and dreams. Wo
have achieved some great successes, such as solving open problems in matl1en1a.tics
and verifying a microprocessor design, and deductive techniques are embedded in logic
programming, deductive database, a.nd artificial intelligence systems. However, a.uto�
mated deduction systems a.re not yet used extensively by mathematicians. logicians,
or hardware and software developers. At the start. of a new German national project
011 deduction, our discussions of goals for the field, as well as its methods, could prove
important. �

The success of this meeting was due in no small pa.rt to the Dagstuhl Seminar Center
and its staff for creating such a friendly a.nd productive environment. The orga.ni&#39;/.ers
a.nd participants greatly appreciate their effort.
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Hierarchical Theorem Proving Using Rewrite
Techniques

Jürgen Avenhaus, Klaus Becker, Claus-Peter Wirth
Universität Kaiserslautern

We present a method to handle rewrite systems R with a built�in a.lgebra A. The
algebra A may be a well-known one (such as t.he int.eger or rational numbers) or 1na.y
itself be given by a convergent rewrite system R0. The approach a.llows one to de�ne
new (partial) functions on A by positive/ negative conditional rewrite rules.

To de�ne the semantics of such a speci�cation we use a mild form of order-sorted
speci�cations to deal with unde�ned terms and give a careful de�nition of how to
evaluate the negative conditions in a rewrite rule. As a result of this de�nition, adding
new equations to the speci�ca.tion is a monotone operation in the sense of logic. \&#39;Ve
carry over the well-known methods to prove confluence of the rewrite relation �-+3,
provided ��>R is terminating. To prove that R is terminating we extend the RPO-
approach to our setting. Such a proof may need to prove a theorem in A.

The bene�ts of this work are

0 Hierarchical theorem proving is supported

o Explicit knowledge on the world of interest can be stated

0 Ef�ciency of the built-in operators can be used

0 Expressiveness of speci�cation is enhenced

0 Partial functions a.re allowed

Distributed knowledge-based equational theorem
proving

Jörg Denzinger
Universität. Kaiserslautern

Distributing the theorem proving task to several experts is a promising idea. Our
approach, the team work method, allows the experts to compete for a while and then
they are forced to cooperate. Each expert has a referee that judges the work done by
the expert (competition) a.nd that selects useful results of his expert (thus achieving
cooperation). The referees report to a supervisor that uses all results of the best expert
and the selected results of the other experts to generate a new starting input for a next
round. This is repeated until a proof is found. Experts use different tactical control
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knowledge. referees use assessment knowledge and the supervisor is based on strategical
control knowledge.

\-Ve used the team work method to rlistrilinte equational theorem proving based on
unfailing completion. }?J.\&#39;l)(�ri(�ll(.�(�S showed that for many examples reinarkable (i.e.
"super-linear�) speed-ups can be achie\&#39;ed.

Sort Unfolding Is Not Horn-Clause Resolution

Ha.ssa11 Ait-Kaci , Andreas Podelski
Digital Paris R.esearC11 Lab

VVe will describe. and formally justify. a.n algorithm performing lazy sort. unfolding in
the nornialization of or(ler�sortrfd feature (OSF) structures modulo a. sort theor_v. We
will argue that this algorithm has a. radi(&#39;all_\_&#39; different operational effect. and logical
sernantics tha.n the resolution-based method used in most other s_ystems with sort
definitions. All other formalisms and systems known to us. most in linguistics. tha.t
support sort. definitions, see sorts as monadic predicates defined as llorn�Clauses and
tl1e11 operationally enforce sort constraints by Ilorn-clause resolution. Tlie essential
but very important difference is that our algoritlnn does not generate the solutions of a
sort theory�s axioms, but rather is a ma.\&#39;imally passive structural <�onstraint <-nliorring
scheme that weeds out any violation of a sort�s defining axiom by objects claimed or
derived to be of that sort.

VVe claim that the teclmiques we have developed for this algorithm go lieyong their
more use 111 fea.ture structure forma.lism. Tliey provide a.n elegant and (&#39;lli«&#39;i(�nl. means
to incorporate knowldege-based reasoning in a (le(lu(�ti0n pro(&#39;(&#39;ss as well as olfer a
powerful and clean facility for objectt-oriente(l logic programming.

Building models While searching refutations

Ri(°ar(lo Caferra
LItF�IA-IMAG FRAN CE

We report results of a previous work (together with Â Zabel) and a. current I�(�S("rH�(&#39;ll
(together with C. Bourely). It (&#39;on(&#39;erus a new (resohition�has<-<l) method for simulf.-.
neous Search of refutations and models.

The main idea of the approach is to set roudil ions on premises allowing both to apply
inferences rules and to avoid their a.ppli(&#39;ation. It is pro\&#39;e(l I�(�fulatioual (�ompl(�t(&#39; and
to be a decision procedure forsome classes. lt has been 11x111111l1111 (keeping the same
basic idea.) in order to in(�oi�p(n�a.te equalit_\&#39;. lt has been applied to some non-tri\&#39;ia.l
examples. in particular to a problem s0l\&#39;e(l by Wos and \&#39;\"inl<<.~r in 1982 111 21 (1.00)
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assited wa.y. Onr solut.ion is (alniost) completel_\&#39; antoniatr/.ed. ln \-\�us and Winker
a.pproach all important decisions are taken by the user. ln our approach the very few
decisions taken by the user a.re strongly suggested by the method.

Resolution Decision Procedures and Automated
Model Building

Alexa.11(le1&#39; Leitsch
U11ivc1�sit_v of Teclulology. Vie1111a AUSTRIA

A proof theoretical method. based on resolution relinements. is used to decide a wide
range of cla.use classes. The basic i(lea consists in defining specific resolution refinements
which terminate on (decidable) clause classes. By this approach one ca.n successfully
ha.ndle almost. a.ll of the classical decidable pre�x classes; moreover a. wide range of non-
prefix classes (the function symbols need not be of Skolem type) can be decided by
resolution. Ba.sed on the approach of \~V.ll..loyner we give a method-oriented approach
to the decision problem in clause logic. First A-orderin g refinements are presented and
it is outlined. how the one-variable class can be decided by this type of relinemeilt; it @&\�
emphasized tha.t the use of a-iposteriori ordering a.nd condensing is necessa.ry in order
to get termina.tion. It is shown tha.t A-ordering refinements a.re not suited for deci-
ding classes having syntax properties strongly connected to the propositional structure
of clauses; e.g. no A-ordering re�nement terminates on the class Bernays-Sch6n�nkel-
Ilorn. For classes of this type hyperresolution turns out to be an adequate refinement.
We define the classes PVD a.nd OCC1N, which a.re general (non-Horn) termination
classes for hyperresolution. In order to decide these classes a refinement generator for
semantical settings) instead of a fixed refinement is required. Resolution decision pro-
cedures a.re at the same time very ef�cient theorem provers. As decision re�nements
keep term complexity a.nd clause size low, it is suggested t.o design a theorem prover
based on a preclassific.ation of sets of clauses by means of decision theory. The ter1ni�
nation classes of hyperresolution ca.n be used as raw materia.l for a algorithmic model
building method which does not use case-splitting. In case of PVD a.nd OCCIN the
Herbrand models can be turned into finite models by �ltration.
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Univ<'rsity· of T<'d111olog:v, Vienna AUSTRIA 
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Uses of Many-Valued Logic in Hardware
Veri�cation

Reiner Hähnle

Unix-&#39;ersity of Karlsruhe

Recent. a.dva.nces in deduction techniques for many-valuecl logic (M VL) created the
possibility of designing theorem provers for M\-"L that. can compete in performance

-° . ein� c assica eoun .er)ar.s. �iis 10 cs or )ro)osi iona as we as &#39;01� its --01&#39;( erwithth I I t1 t &#39;l| lllf 11 t I ll l f t l

logic.

On the other hand, a. review of the lit.erat.ure where MV L theorem proving can pla.y
a role, shows that instead of genuine MVL reasoning reductions to classic.al logic. are
used. The implement.a.tions a.re usually based on decision diagrams.

Vt/e argue tha.t genuine MVL proof procedures a.re potentially more efficient (and cer-
tainly more genera.l) and we point out some problems of hardware verifica.tion, where
techniques developed in ma.ny~va.lued deduction might be applied aclvant.ageously.

What Theorem Proving can Learn from Model
Theory

Bernd I. Dahn
Berlin

Model theory is concerned with the study of the relations between properties of theories
and properties of it�s model classes. Looking a.t the proval)ilit...\&#39; of a formula. as a
property of the class of models of the given theory, properties of that. class can be used
to reason about the provability of tlie formula..

This requires a logic, that has a. good model tlieory (like first order logic. topological
logic Ltop or the logic with the quantifier "tliere exist (uncountably) inauy� LQ�) and
a detailed knowledge of the algebraic properties of the concrete class of models.

Besides negative results showing that each proper extension of first. order logic loses
some valuable model theoretic property, there a.re positive model theoretic results that.
can be useful in the design of theorem provers for specific theories. If}. g. due to a
theorem by Ryll-Nardzewski the branching of cases for count.abl (.&#39;2l.l.(*.g()l&#39;l(.&#39;El.l theories
can be bounded. Axiomatizability a.nd quaut.ilier elimination results can t�est.1&#39;l(.�t the
complexity of the formulas to be considered.

The invariance of the validity of formulas under certain algebraic cotist.ructions (e.
g. subdirect products. homomorphic images etc.) can be applied t.o transform the
problem given t.o a prover. This is demonstrated by the design of a non-heuristic
control mechanism for the work of background experts in a prover for the theory of
la.ttice ordered groups within the ILF system, where the selection of the expert. for a
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UuivC'rsity of Ka.rlsruhe 

Recent. advances in cl<.•du ct.ion techniques for many- valued logic (l\'fVL) created the 
poss ibi lity of desig ning t heore m provNs fo r l\1VL t hat can c:o1npet.e in performance 
wit h their classica l rnunt.e rp;uts. This holds fo r proposition al as well as fo r fi rst- order 
logic. 

On t he other hand , a. review of t he literat.u re where MV L tll<'on.•111 proving ca.n play 
a role, s hows that instead of genuine MVL r<'asoning reductions t.o c lassical logic a.re 
used . The implement.a t.ions a.re usually bas,•cl on decisio11 d iagr11ms. 

Vie argue t h a t. ge nu ine MVL proof p rocedures a re potent ia lly more efficient (and ccr­
ta.i nly more general) a nd we po int. out some problems of ha rd ware ver ifica.tio11 , where 
t echniques de veloped in m any- valued dNluction migh t be applied a.clvant.ageous ly. 

What Theorem Proving can Learn from M o del 
Theory 

Bernd I. Dahu 
BC'rli11 

Model theo ry is concerned wit h the study o f tl w relations bet.wPc11 propcrl.ics of t.l1C'orics 
a nd prope rties of it's model classes. Looki ng a.I. t.lie pron1bili t_v of a. forn1ula. as a. 
property of t he class of models of t he given t. li<c·ory, propf'rtif's of 1.li;11. cl.-11-is c.-111 lw used 
to reason about t he provabili ty o f t he formula .. 

T his requires a logic., tha.t has a good mod<'I t heory (l ike first o rdC'r logic. lopoloµ;ical 
logic L top or the logic wi t.h t he quant ifie r •·thNe ex ist ( uncountably) 1n;rny" LQ 1 ) a 11d 
a detailed knowledge of t.he a lgebra.ic prop<>rl. i<'S of t.he conc rct.e c lass o f moclC'ls. 

B esides negative results showing t hat. ea.eh proper ext<'nsio11 of first. order logic 11,sC's 
some valuable mode l t heoretic property, tlwre a r<· pos iti ve mock! t. li<·orct.ir rc·sults tl1at. 
can be use ful in t he design of theorern provers fo r specific theories. E. g. d 1w to ;1 

t heorem by Ry ll-Na.rdzPws ki th e bra nching of cases fo r cou11t.ably ca.t.cgor ic.i l t ltniri<'s 
can be bou nd ed. Axioma.tizability and q11c111t.ificr e limi11at.ion rcs1dt.s n111 r<'st ricl f lie 
com p lexity oft.he formu las to be considcr<"d. 

T he invariance o f the va lidity of form ulas under ccrtt1 i11 a.lgc-i> ra ic rn11sl.rn,t-io11s (c. 
g. subd ire c t products. homomorphi c imag<'s etc.) ca.11 be a.ppli<:d t.o lra.11sform t.11<' 
proble m g iven to a prover . T his is dem onstrated by t he dc·sign or a. 11011-ltcurist ic 
control mecha nism for t.hc work of background experts in a prov<'r for the l h<·or_,. of 
lattice ordered groups wi t hin t he JLF system, wlie r<' t he s<'lcctio11 of the <'XJH'l"l for a 



given subproblem as well as the evaluation of its results is guided by model theoretic
a.nd algebra.ic principles.

The Productive Use of Failure in Inductive
Theorem Proving

Ala.n Bundy
Universit.y of Edinburgh

Lemma (liscovery a.nd generalisation a.re t.wo of the major |un&#39;dles in automating in-
ductive proof. \~\�e show how to use the failure of an initial prool&#39; attempt to suggest
appropriate lr-rminata. and generalisations. We build upon -mippling. a. heuristic which
plays a pivotal role in guiding inductive proof search. The goa.l of rippling is to reduce
the difference between the induction conclusion a.nd the induction hypothesis by the
selective application of appropriate rewrite rules. This ca.n fail in various ways. Diffe-
rent failure patterns suggest diilerent kinds of patches, eg the la.ck of a. suitable rewrite
rule suggests the proof of a lemma in the form of the missing rule: the inapplica.bility of
a. lemma. suggests either a. nested induction or a generalisation, according to the reason
for the ina.pplica.bility. We use meta.va.riables to stand for the unknown parts of the
lemma/ generalisation a.nd inst.a.ntiate these ineta.va.riables during the subsequent proof
using higher-order unification.

Computing Induction Axioms

Christoph Walther
Technische Hochschule Darmstadt.

We analyse techniques and heuristics for computing induction axioms as proposed
in Boyer a.nd Moore�s "A Computational Logic� (1979). The aim of this research
is to obtain a better understanding of the semantics of the proposals, i.e. what are
the intended effects, which limits exist, a.re the limits relevant, ca.n relevant limits be
overcome etc.

It ca.n be shown that one central goal of the proposals is to compute well-founded
relations which (considered as sets) are snpersets of given well�founded relations or to
compa.re well�founded relations by set-theoretic inclusion. Another central goal is to
guess useful inst.a.ntia.tions for universally quanti�ed va.ria.bles which cannot be used in
the Boyer&Moore logic.

The analysis uncovers faults of the subsumption heuristic which easily ca.n be repaired
yielding a non-heuristic compa.rison test for compeeting induction schemes.

It can be shown that merging is a heuristic for guessing �successful� insta.ntiations of
universally quantilied va.ria.bl.es in induction hypotheses prior to a. proof. This means
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that the merging heuristi<% is 0l)s()lele if uni\&#39;ersall_\° tpiantified \&#39;aria|)les are allowed in
induction l1_\&#39;p0t&#39;lIeses.

Recent Theorem-Proving Activities at Argonne

Ewing Lusk
Argonne National Lal)orator_v

The theorem-proving research group a.t Argonne (Bill l\«lcCune, l.arry Wos, and Ewing
Lusk) continues work on high-performance and parallel implementations of clause-
hased inference systems a.ud the application of theses_ystems to open prohleins 111
mathematics a.nd logic. This talk sur\~&#39;eyed recent a.<ti\ r&#39;i.ties in these areas. Bill .\lc�
Cune ha.s recently used the Otter theorem prover to aiiiswiel� a series of previously open
questions in tl1e a.rea of single axioms for the theories of groups. alielian groups, and
ternary Boolea.n algel)ras. In every case Otter discovered new single a.\&#39;i0ms shorter
than those previously known. Isle has also impleuiented a new theorem pro\-&#39;er based
on AC uni�cation, and obtained proofs of Cla.ssi(fal problems that are beyond the reach
of Otter, including the first known first-order proof tha.t a Rol)l)insalgel)ra in wliich
a+b=a for some a and 11 is a l3ooleau algebra. l.arry Wos is working on finding shorter
proofs for implicational calculus formulas from known proofs found by Otter or by
others. �or example, using Lukaciewicz�s proof of C-liur<:h�s axioin from the l.uka<fie�
wicz axioms, which contains 33 steps, he was able to induce Otter 10 (&#39;0nstru(�t a proof
using only 2?. steps. The ta.lk also briefly des(&#39;ril_)ed Ewing l.usk&#39;s tools for writing
and studying parallel programs, and their use in the development. of \-&#39;ari()us parallel
theorem provers at Argonne.

Tractable Inference and Obviousness

David M(&#39;A1leste1&#39;

Massa(&#39;h11ssetts Institute of Te(�l1nolog_v

We take the view that a. proof verification system should provide a notion of proof su(&#39;lI
that a proof is a sequence of �acceptal)le� steps. A step is acceptable if the statement
made in that step is �o|)vious� in a teclmical sense provided l)y the system. The main
challenge in the construction of such a system is providing a notion of obviousuess (or
acceptibility for proof steps) that is natural for human proof writers and yet. allows
the system to efficiently determine if a give.n step is obvious. This ta.lk discusses the
use of inference rules in de�ning notions of obviousness. The ta.lk emphasizes sets
of inference rules that de�ne polynomial time decidable inference relations. Powerful
general purpose rule sets can be constructed using nonstandard syntax for first. order
logic. A syntax for first order logic based on Montague grammar is discussed along
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with a corresponding pol_ynomia.l time i1|l&#39;eren(&#39;<�~ relation (lelined by inference rules in
this synta.x. The general nature of inference rules as a model of co1nput.a.tion is also
discussed. There are two ma.in theorems in this area.. Frust, the forward chaining
closure of any set of premises under a.ny set of inference rules can be computed in
time proportional to t.he number of rules firings. This theorem allows for the simple
construction of a variety of polynomia.l time algorithms. Second, inference rules provide
a very simple descriptive characterization of the complexity class P. A set of expressions
is a polynomial time decida.ble language if and only if it is the set of theorems of some
polynomial time rule set. i

A Typed A-Calculus for Proving-by-Example and
Bottom-Up Generalization Procedure

Masami Hagiya
University of Tokyo

We extend Logica.l Framework, one of the typed /\-calculi of La.1nbda Cube, and ap-
ply it to the problem of proving-by-example. The extended calculus allows recursions
a.nd inductions on natural numbers, a.nd inferences on linea.r arithmetical terms are
built into its type system. The extension corresponds to tha.t of logic programming
by constraints in the sense that the constraint solver cooperates with the ordinary
type-checking algorithm. We then formulate a bottom-up procedure for generalizing
a concrete proof by recovering inductions that are expanded in the concrete proof.
The procedure can reconstruct inductions whose induction formula is a E1-formula.
The generalization procedure can be iterated to construct nested inductions. Conse-
quently, it ca.n �nd inductions whose induction formula. is a limited form of bounded

quanti�cation.

Arithmetic for the partial continuous functions

Helmut Schwichtenberg
Mathematisches Institut der Universität München

Computable functionals ha.ve the Kreisel~Scott�Ersov partial continuous fnnctiona.ls
as their natural domain. Hence in order to reason about functional programs it is
natural to work in a higher order arithmetic. with (program) constants for computable
functiona.ls and the sets D, of partial continuous functionals of type p as the intended
domains of the type p variables. To be able to talk about non�continuous functionals
as well (like non-strict equality) we also allow function symbols denoting functions
external to the model. A formal system of the strength of Peano~-arithmetic a.nd based
on the -+ /\�v�� -fragment of minimal logic. is described which is then used to study the

1?.
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proof as/about programs pa.radigms in this setting. The e.\&#39;p|i<.&#39;it. representa.tion of
proofs �
^� (essent.ia.ll_v t.ype»�free) ,\»-terms makes it. possible to do progra.m development
by proof tra.nsforma.t.ioii, specifi(°a.ll_\&#39; using Goads idea. of pruning proof trees. The
system has been implemented (in .S&#39;Clll3l\l 19)), using SCl*ll&#39;Il\*fE evaluation as an efficient
mechanism to normalize terms and proofs; a side result here is a st.ong completeness
theorem for typed )\~ca.lculns (cf. Berger/Schwichtenberg, LlCS�91).

Extensions of Model Elimination Calculi

Reinhold Lenz
TU I\Iu11icl1

In this ta.lk extensions of model elimination calculi are presented. both concerning t.he
reduction of proof length a.nd the reduction of search space. The not.ions are intro-
duced in the framework of connection ta.hlean.\&#39;. which genera.lizes model elimination
a.nd connection ca.lculi in t.wo respects; first, arbit.ra.ry subgoal selection functions a.re
admissible in connection t.ablea.u.\&#39;, secondly. t.he presence of t.ablea.u.\&#39; as static proof ob-
jects throughout the deduction process facilit.a.t.es the a.pp|i<:a.t.ion of a. la.rger number of
re�nements. In order to improve on the indeterminist.ic power of connection ta.bleau.\�._
we introduce the so-called folding up a.nd folding down operations which both can be
viewed as controlled variants of the backward cut rule. The folding up operation is
motivated by the fact tl1a.t. bot.tom�up lennnata. can be e.\&#39;tract.ed from the solution of
a subta.bleau which ca.n be reused later on a.t. other parts of the t.a.bleau. Folding up
achieves a. particula.rly efficient rea.liza.t.ion of this idea by storing context. nnitt.Alen1ma.ta.
in the tableau itself. As an optimistic version of folding up, the folding down operation
is de�ned, a.nd it is shown that folding down represents a.n efficient. implementa.t.ion
of the factorization rule in tableaux. The way both operations a.re introduced also
gives rise to a sharpening of the regula.rity condition, which forbids the presence of two
identical literals on the Same branch. Consequently, the resulting refinements of the
new calculi, which a.re de�nitely superior t.o regular connection ta.l)lea.uX with respect.
to proof lengths, may also be better off concerning search pruning.

Connection calculi with built-in theories

Uwe Petermann

Universität. Leipzig

We present a technique for building-in theories into f�irst.-orcler theorem pro\=&#39;ers and for
proving their completeness. As the base calculus we adapt the pool calculus wliich is
one of the forma.lizations of the connection method. Tlie approach relies on as formal
characterization of the interface between forground and background rea.soner. This
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interface has two components. The first component. is a decidable set of theory connec-
tions. Theory connections generalize coinplmnem ary pairs. \&#39;\"&#39;liene\-&#39;er the base calculus
would have to detect a complementary pair the forground reasoner now ha.s to detect a
theory connection. The second component is an a.|gorithrn which computes a complete
set of theory unifiers for ea.ch theory connection. This kind of theory unification is just
the task of the background reasoner. It may be proved that the base calculus which has
been modi�ed this way is complete if there are enough theory connections. �Enough�
is formalized by the notion of a complete set. of theory connections. The approach may
be applied among others to constraint theories, to taxonomic theories and to equational
theories as their appear in the translation of modal into �rst-order logic. The examples
show that complet.e sets of theory connections with solvable uni�cation problem may
exist only for subclasses of formulas. In some theories there is no upper bound of the
number literals within a theory connection. This causes a high bra.nching factor of the
calculus. The way out is partia.l theory reasoning. That. means that. dilferently to total
theory reasoning a theory connection and its unifier is not found in one step. Rather
they are approxima.ted by a number of tra.nsformations of lit.era.ls. The partial theory
connection calculus is complete if every theory� connection may be approximated by a.
linear partial theory resolution derivation. For both the tota.l a.nd the partial theory
connection calculus are given PTTP-like versions. Implementation is ongoing.

KL-ONE, Modal Logic, Generalized Quanti�ers
and First-Order Predicate Logic Theorem Proving

Hans�Jiirgen Ohlbach
MPI S&#39;aa.rI)1&#39;1&#39;icl<en

There are very close correspondences between certain pa.rts of the KL-ONE knowledge
representation langua.ge a.nd standard propositional modal logic. More sophisticated
versions of KL-ONE correspond to multimodal logic of graded modalities. In this logic
there are operators �for more than n m�. �for less than n ...� a.nd �for exactly n ...�
which also play a role in generalized quanti�er theory.

In the talk I give a.n overview on these corresponda.nces a.nd I present a new method
for ma.pping these systems to first order logic which avoids many of the problems in
earlier approaches.
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Some Thoughts on Automated Proof Discovery,
Especially HOL and Analysis

Woody Bledsoe
University of Texas at Austin

We discussed our SET-\-"AR prover. for proving a. portion of Second-Order Logic. N
mely, those theorems of the form SOME A P(A), where P(A) contains the va.ria.hle A
ONLY in the form (t e A) (ie. t is an element of A), o1 --1(t 0 A), and where A must be
instantiated by a. set. of the form 2: Q(z), where  � is a formula in 170L. (We 0011111
have written (t e A) instead of A(t), where A is a. monatic predicate variable.)

W0 gave examples of proofs using SET -VAR, discussed it soundness. a.nd conjec-.t,ure(l it
completeness, for t.his extention 011701.. And showed its proof of a number of theorems,
including the lntermedia.te Value Theorem. using the Least Upper Bound a,..\&#39;iom.

We a.lso compared its performance with other 511011 5y51.01115. And st.a.l.e(l that. a.ll other
such known systems, though funda.menta.|l_\&#39; import.a.nt.. need improvements l.)(:�f0l&#39;C they
can prove certain important theorems (511111 a5 the lutermecliate Value Tlieorem. the
lleine- Borel Theorem . 010.).

We also stated that to ])l&#39;0(�(_�(�(l further with 511111 important. theorems we 1111151 employ
higher-level planning stategies. use goals. motives. etc.

An Inductively Complete Inference System

Taisuke Sato

Elm-t1&#39;otec_l111i(°a.l La.l)o1&#39;a.to1&#39;y Tsukuha.

W6 present a. set I? of rules for in(lu(&#39;tive inl&#39;eren<&#39;e. &#39;_l�here are three rules :

o The ca.se rule infers from a. clause (&#39; two (&#39;la.uses A \&#39; (Ü. 1101(.-&#39;\) \&#39; (&#39; where A i5
a.n a.1&#39;1)it1a.1y a.ton1.

o The inverse-or rule is the inverse of or i1111°o1l111°ti011. (liven a clause l, v (X i1

infers C by deleting L.

0 The anti-substitution rule infers a. clause (Ö from its iIIslam&#39;(� (�n where rr i5 a.

Substitution.

R is inductively Coml�)lete in the sense 1.11a.1 8117011 a. finite set (I of 112111505. it 02111 infer
every possible clause set S such 1.11a.1. S F n.

Applications include machine learning, Prograimniug from e.\&#39;mnples, aml miventim;
la.ws for observed facts e.\&#39;pressed in terms 01111111505.

Some Thoughts on Automa te d Proof Discovery, 
Especially HOL and Analysis 

Woody Bledsoe 
University of Texas at Austin 

\.Ve discussed our SET-\!/\ R provc-r. for proving a. portion of Second-Order Logic. Na­
mely, those theorems of the form S01\fE A P(A), where P(A) cont.a.ins th<" va.riahl<-' A 
ONLY in the form (t e A) (ie, t is an elenwnt of A), or -,(t e /\), and where A 11111st. lw 
instantiated by a set oft.he form z: Q(z) , wllC'r<' Q(z) is a formula in POL. (\t\'<' could 
have writl.cn (t e A) inst.cad of A(t), where J\ is a. monatic predin,te variahl<-'. ) 

'vVe gave examples of proofs using SCT-VA 11. discussed it soundrwss, and conjectured it 
completeness, for this c•x1ent.ioll of POL. And sltowc·cl its proof of a number of t.lwore rns , 
including the lnterm<.>dia.t.c Value Thcor<'m. using tlw Least l/ppn llound axiom. 

We also compared its pNformancc- with ot ll<'r such syst.erns. And stat.<'d t.hat. al l olltn 
such known systems, t.houglt funda.nwnt.ally i111port.,111 t.. n<'<'d improw·ments bdorc t.h<'y 
can prove certain import.ant. t.JJC'orc·rns (such as the• lnt<'rirwdiat.,, Valtw Tli<'0r<'tll. tl1<· 
Heine-Bore l Tlworf'm. <'le.). 

V./e also stated t.hal t.o proc<'f'd fmt.lwr \\'it h s11cli irnport ant I l1<·orc·111s we· 11111st c·111pl<i_,. 
higher-level planning s1ategif's. 11sc· goals. 111otin·s. ct.c . 
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Taisnkc' Sato 
Elect.rot.echnical Lahorat.or:v Tsnkn ha 
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SATCHMORE: SATCHMO with RElevancy

Donald \\". Loveland

Duke University, U.S.A.

As effective a.s forward chaining ca.n be, it suffers from the inability to work only with
relevant. information. i.e., information that relates to the goal. We have developed a
method for propagating goa.l information (relevant. clauses and variable bindings) to
(usua.lly) non-Horn clauses being processed, a.nd we present. this method as a relevancy
detection algoritlun used with the SATCIIMO (forward�chaining) prover. \&#39;Ve use the
version of SATCHMO that. utilizes Prolog for backchaining on llorn clauses, with
forward chaining on non-Horn clauses. We- mark potentially relevant non-Horn clause
head literals. a.nd then require that. all! head literals be marked relevant before a cla.use
is used for forward chaining. This relevam-�x,-&#39; testing ca.n be implemented quite simply
in Prolog such that the search is notJext.en(le(l beyond t.ha.t done for S.�\TCI°Il\�IO. Two
examples are considered for which SATC-lll\l() takes da.ys to �nd a solution where
SATCIll\/IORE takes seconds. One example involves inclusion of an irrelevant non-
Horn clause and the second involves propagation of va.ria.ble bindings from the goal.

Non-Horn Magic Sets on MGTP

Ryuzo Hasegawa, Yoshihiko Ohta, Katsumi Inoue
ICOT Institute for the New Generation Computer Technology

VVe present a new method that combines top-down and bottom�up computations on
model genera.tion theorem provers.

This method called non-I-lorn magic sets is a. natural extension of Horn magic sets
and is applicable to range-restricted non-Horn clauses. We show two types of non-
Horn magic sets tra.nsforma.tions: brea.dt.h-first NHM and depth-first NHM. The first.
one evaluates the antecedent lit.era.ls in a clause in parallel. The other evaluates them
sequentially while propaga.ting the bindings in a.n antecedent literal to the next by
using continuation predica.tes. We prove the soundness and completeness of the two
transformations. We also prove a theorem saying that non-Horn magic sets have the
Same power as SATCllMOR.E (SATCHMO with relevancy testing) which is proposed
by Loveland et a.l. Several experiments have been made by running MGTP on the
parallel inference machine PIM/m. The results show that. non-Horn magic sets can
a.void useless case-splitting thereby shortening execution time drastically. For instance,
the benchmarks requiring over one hour execution time are solved within a second.
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An Update on Mechanical Veri�cation: Machine
Code and Microprocessors

.Robert S. Boyer
University of Texas at Austin and Computational Logic, Inc. (Cli11c)

The Boyer-Moore mechanical theorem-prover (a..k.a.. Nqthm, see the book A C&#39;0-znpu,Ia-
tional Logic Handbook, Boyer and Moore, Aca.demic Press. 1988) 1121.3 been increasingly
employed in the verification of computing systems. Two interesting examples of veri�-
cation are discussed. One is the \&#39;erilica.t.ion of dozens of small machine code prog�ra.1ns
for the Motorola. 68020, where the ma.chine code wa.s obtained via �indust.ria.l strength�
compilers for C and Ada. Included are such Standard exaniples a.s quick sort, and bi-
na.ry searcll. and all but. one subroutine in the Berkeley Unix (f string library. (\&#39;\"orl< of
Yuan Yu.) The other is the verification of the "(&#39;»linc Stacl<". a computing system con-
sisting of a microprocessor (the Fl\�I900l). an assembler, several compilers and severa.l
applications, with the entire edifice being mechanically veritiecl from the level of gates
and registers upwa.rds through higher and higher layers of a.bst.ra.ction. The Fl\/l90()l
has been successfully fa.brica.t.e(l as a.n LSI Logic gate a.rra.y, and runs the applications
exactly a.s preclictecl by the verifications. (\&#39;\"ork of \V. llunt. B. Brock, J Moore, M.
I\&#39;a.ufma.nn, A. Flatau. W�. Young. and M. Wilcling.)

Basic Paramodulation

Harald Ga.nzinger
MP1 Saa.1°b1&#39;iicke11

(joint work with L..Ba.chma.ir, Chr. Lynch, a.nd W. Snyder)

We introduce a. class of restrictions for the orclercd paranioclulation and superposition
(calculi (inspired by the ()n..s~ic st.rat.eg_\&#39; for narrowing). in which paramorlnlation inte-
rences are forbidden a.t terms introclucecl by snbstit utions from previous inference steps.
In addition we introduce restrict:.ions based on term selection rules and rcclcx orderings,
which are general critieria. for delimiting the terms which are ?1.\"E1ll�l)l(� tor inferences.
These re�nements a.re con1pa.til)le with st.a.n<lar(l ordering restrict.ions and are (&#39;()lllpln9.-
without pa.ramoclula.tion into variables or using funct.iona.l rtilt;-,\&#39;ivit.y axioms. Wo prove
refutational completeness in the conte.\&#39;t of <lelet.ion rules. such as simplification by re-
writing (demodulation) and Slll)Sl.ll]l])l.l()ll. and of tcclmiques for eliminat Eng l�(�(lllH(�l£-llll
inferences.
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University of TPxas at. Aust.in and Comimt.ational Logic, Iuc. (Cline) 
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calculi (inspired by t.lw ba.':iic strategy for narrowing ). i11 which pa.n-1111od11la.t ion infe­
rences a.re forbidden a.I. t.<'rms introduced by s11 bst.it 111-ions frn111 (H<'\·ious i11f1.'l'<'II,<' s t.c·ps. 
In addition we int.roduce r<-'st.rict.ions based 011 l<'l'lll sclect.io11 rules ;rnd rC'd('.x ordc-ri11 µ;s. 
which a.re general niti<"ria. for delimit.ing t llC' t.erms whicl1 arc a,\·ailahlC' for i11fc·n·11rcs. 
These refinement.s a.re compa.lihl~ wit.h sta ndard ordcri11g r<'st.rict.io11s a11d ar,· <·on1pl,,• ,. 
without paramodula.tion int.o va.ria.bles or using fun ct.irn1 ".l r, ik-xint.y ilXi0111s. We· pre,,·<' 
re futa.tional comple teness in thf! cont.ext of deletion rules, sucl1 as si 111 plifin,tio11 by rc•­
writing (demodulation) and subs11n1ptio11. r111d of l.<'('li11iqu<'s r~)r <' li111 i11,tt i11g rc-d1111 cLrn1 
inferences. 
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Constraints and Uni�cation

Deepak I{ap11r._ Paliath i\�a1&#39;e«l1&#39;an
State University of New Kork at All)a11_v

Unification problems over equational theories can be transformed t.o solving a system
of constraints over various domains. Solutions to unification problems ca.n be consi-
dered as as building a decision tree by using constraints ba.sed on subterms appearing
in them. This framework not only provides an elegant way for thinking about unifi-
cation, but also gives efficient. optimal a.lgorithms for unifiabilit.__\.&#39; check as well as for
generating a complete set. of minimal unifiers. Coinplexity analysis ca.n be performed
easily; heuristics can be devised to utilize additional struct.ural information in terms
appearing in a unification problem. This is illusttratecl using unification problems with
associative-comtnutative function symbols (which may or may not have ic|empot.enc_\&#39;
property a.nd ident.it_\&#39;). &#39;l�his framework also seems to |)e useful for type-inference
problems in the presence of subtype relation. union and refinement. types.

DEDUCTION WITH CONSTRAINTS

Claude I{irchner
INRIA Lorraine S: CRIN

Deduction with constraint.s is a. pa.ra.digm already widely recognized in the context. of
logic progrannning. A general framework for deduction with const.ra.ints is presented
with empha.sis on its a.dvant.ages and the new problems t.ha.t should be solved in order to
extend complete deduction procedures like completion, resolution or narrowing. Recent
results contributing to solving these problems will be presented.

This talk is based on our early work on deduction with constraints [1] and a.fter showing
the ma.in concepts, we present ongoing researches on this topic. Constrained formulae
are first-order formulae completed by constraints; their semantics is to schematize all
the instances of the formula. satisfying the (&#39;onst1&#39;a.i11t part. This technique has many
advantages which already have been recognized in the context of logic programming. In
the framework of deduct.ion processes too, it. is most useful to homogenize the deduction
rules by letting a.ppa.rent for example the unification, typing a.nd orientation problems.
First, this allows studying strategies a.t low level, refining them a.nd hopefully deriving
efficient ones, for instance by dela.ying the solving of difficult constraints. Second,
constraints c.a.n account for many aspects of structure-sharing: several instances of
a term may be repla.ced by one constra.int. Last, a.nd this is perhaps the ma.in point,
constrained deduction is more expressive than classical deduction in the following sense:
it makes possible t.o represent. infinitely many objects by a single one. For instance, the
constra.i11ed equality [f(.r) = f(y), (m # y)] schematizes a.n infinite number of classical
equalities which cannot be equivalently replaced by a finite number of equalities.
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Constraints and Unification 

D('Ppak I{apm·: Paliath :'.\Zan·<lra11 
Stat.c Uui\'C'rsity of N<',v York at ..\lhmi:\· 
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INTI IA Lorraine' & CR IN 
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WC shall see that this approa.ch has useful applications in autornated theorem proving
in pa.rticula.r when focussing on uni�cation, disunification and orientation problems.
The proposed deduction rules are very general and we feel that. most approac.hes follo-
wed in automated deduction with constra.ints �t into this frainework. But the iiiference

rules presented here should not be loosely iiiipleiiieiitecl. In order to get well-behavecl
strategies a ca.reful scheduling should be thought a.bout too. ln particular we will moti-
va.te the necessity of restructuration rules. the role of ba.sicit_v and the ma.in differences
between t.he standard rewriting and constraint rewriting.

[1] C. Kirchner. H. l\&#39;irchner. and M. Rusinowitch :
Deduction with symbolic constra.int.s. A
R("l.?lt¬ Frrt-n.c(1.i.s&#39;c d"inIclligence ar!i�.ciclle, rl(3):9-5�2, 1990. Special issue on .»\ut.on1atic
Deduction.

Q-MKRP: A Proof Development Environment

Jörg Siekmaiin, Xiaorong Huang. l\Ianfred Kerber. Michael Iiohlhase.
Erica Melis, Dan Neslnith, Jörn Ricllts

Universitéit des Saarlandes

Motivation: In the following we describe the basic idea.s underlying Sl�Ml{RP, an
interactive proof development. environment. The requirements for this systein were
derived from our experiences in proving an interrelated collection of theorems of a.
typical textbook on semi�groups a.nd autoniata. with the first-order theorem prover
Ml\&#39;RP. An importa.nt finding \va.s that although current. automated theorem pl&#39;()\&#39;(&#39;l�s
ha.ve evidently reac.hed the power to solve non�trivial problems. they do not provide
suHic.ie.nt assistance for proving such a t.e.\&#39;tl)ool<.

Requirenlents and our Approach: Our ba.sic idea. is to build a. proof clevelopinent
environment which combines both the reasoning power of automated theorem provers
as logic engines a.-ml of the proof pla.nning mechanism proposed by .=&#39;\la.n liundy c&#39;t
a.l. The proof planning approac.h, which is la.rgely l1uma.n�oriented and lends itself to
a more natural interactive interfa.ce, is complenienta.ry to the more machine�0riented
traditional theorem proving approa.ch. Below, we discuss two key features such systems
should ha.ve, followed by the concrete solution we choose.

Appropriate Connmuiication La.nguage: The input� la.ngua.ges of classic.al automated
theorem provers are usually variants of first-order logic. When encoding tlietlu-orerns
of the mentioned textbook in first-order logic, we were forced to use b�()])lliSl..i("d.l.(�(l
formulation techniques. T ha.t is, although such a la.ngua.ge is sufficient in p-rinz-ip/r.
in practice it is too weak to allow an adequate representation. Since the teclinical
mathematical language in textbooks is much closer to sorted higher-order"logic, we
have developed such an input language called &#39;/DOST. Since the user e.\&#39;pec.ts that
apart from the knowledge of predicate logic, the system should also possess a large
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Deduction wit.Ii symbolic co11st rai nts . 
Rruue Fm11.caiS<' d'i11tclli9e11 ce fLrlijicfrlle, 4('.l) :9- 5:2, 1!190. Sp<',i<1l issn<· on Auto111atic 
Deduct ion. 
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Erica l\1dis, Dau Nc's111it.h , J orn Tiid1ts 

UniversiUit. d C's Saarla.11dcs 
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amount of mathematica.l definitions and theorems, we are filling a database with the
mathematica.l knowledge contained in the te.\&#39;tbook mentioned above.

In addition to the problem formulation language, the proof format is crucia.l for a.n
adequate interface. As a common proof format. for both the user and the system. we
ha.ve chosen the generally established natural deduction formalism.

Integration of Automated and Interactive Theorem Proving�: Tliere is a gap between
the problem formulation langua.ge POST and the proof format, on the one hand, a.nd
the input and output langua.ges of the underlying first-order theorem provers on the
other hand. In order to bridge this ga.p we have to transform POST into the input
la.nguages of the underlying provers a.nd to transform the output proofs (such as a
clause proof of a resolution-based prover) into natural deduction proofs.

An advanced tool for proving mathematical theorems should also enable the user to
communicate his proof strategies to the system, since every a.utoma.ted theorem prover
still needs guidance through the search space for more difficult problems a.nd this
situation will not cha.nge fundamenta.lly in the foreseeable future. In order to provide
such facilities, we basically follow the proof planning approach of Alan Bundy, although
certain modi�cations a.re necessary in order to incorporate higl1er�level human proof
strategies such as analogy.

A problem solving cycle in our system ca.n be described briefly as follows: The user
formulates his problem in 77&#39;057. In order to solve the problem he ca.n load de�nitions
and already-proved theorems from the database, he ca.n invoke. a method to split the
original problem by hand or let a planner do this, and he ca.n pass a subproblem to
a logic engine. When the subproblem is within the capability of the logic engine, a
corresponding proof will be found a.nd translated back a.nd then the user will continue
with the cycle from above.

Outlook: Currently we a.re implementing these i-deas. As the first logic engine the
MKRP system is already incorporated into the Q-MKRP, other systems will follow, in
particular logic engines for higher-order logic a.nd mathematical induction.

Axiomatic Type Classes

Tobias Nipkow
TU M1"1nchen

Axiomatic type classes a.re a type system based approach to axiomatic theories. The
aim is to support interpreta.tions between theories in order to facilitate the following
kind of reasoning: �In all linear orderings the mazr-function is commutative. The
integers are linea.rly ordered. Hence man: on integers is commutative�. The basis is
the concept of type classes in the functional programming language Haskell. Type
classes are collections of types which provide certain operations. Adding axioms to
type. classes results in a.n axiomatic theory. Concrete theories (types) are shown to be
instances of abstract theories (classes) via a.n interpretation of the abstract operations
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in the concrete I.heor_\&#39; togetlier �with a. proof of t.he abstract. a.\&#39;ioms. The concepts are
demonstrated using \�aI&#39;ions orderings and lattices.

The main a.d\*antages of the concept. are

o simp_licity: it only requires a. simple extension of ML polymorphism;

0 theory management is performed by type inference;

o o\v&#39;erloa.(ling of functions is permitted.

Constraint Logic Programming with Negation

Gert Smolka
DFKI Saa.rbr1&#39;icke11

We present. a. framework GCl..li� for constraint logic programming with negation, which
is designed to replace t.he con\&#39;entional model based on SLDNI�-resolut.ion. (l(TLl�
assumes t.ha.t. a. constraint. system is given by a signature and a first-order theory. and
that a program describes procedures by equivalences reminiscent. of (_&#39;~|ark&#39;s complel.ion.

1 As (|ec.lara.tive semantics we take a.ll three-\¢°alne(l models of the cons! raint theory and
the program, where only procedures can have pa.rtial denotations (an approach due to
Fitting a.nd I\&#39;unen). A constra.int is any first-order formula. respecting the constraint.

signature.

GCLP is based on the well-known idea. that the purpose of computation consists in
ma.king information explicit. &#39;l�his can be l°ornialized by taking const.raint..s as e.\&#39;plicil.
information, and by calling a const.raint. c5 a.n e.\&#39;plicat.i0n of a. formula 0 if o ��+ (7 is valid
in every three�va.lued model of the constraint theory and the progrz-nn. ./\n interpreter
is complete,if for every query a.nd e\=ery e.\&#39;p|ica.tion it can compute an at least as
tight explication when given the query and sul�cient. resources. We give an ideali&#39;/.cd
complete interpret.er a.nd proc.eed to a.n a.bstrac.t operational frainework providing for
the design and a.na.lysis of pra.ct.ica.l interpret.ers. The framework captures computation
as (lon�t c.are nondeterministic rewriting of e.\&#39;pressions modulo a. congruence acconntin g
for constraint sinipli�cation a.nd propa.ga.t.ion. In contrast to the SLDN 17 -resolution.
GCLP captures the notions of don�t. know choice a.nd finite failure within the calculus.

in t.hc concret1· t. ll<'ory tog<·t.hN \\'ii h " pro~>f of t.lJ<' clbst ract. axioms. Tlte co11c<"pts are 
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Gert. S111olka 
DFKI Smuhriid~c'n 
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for constraint simplifica.tion and propagat ion. In co11t.rast to tire· SLDNF-rcsolut.ion, 
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An Algebraic Generalization of Information
Subsumption

Kuniaki Mukai

Faculty of Environmental Information. Ixeio University, Japan

Extensional subsumption relation on feature algebras is generalized for coalgebras for
class functors. For any set-based functor that preserves weak pullbacks, subsuniption
constraints ha.ve a solution in the final coalgebra for the functor if and only if they
have a solution in some coalgebra for the functor. This result is a g&#39;enei°aliza.tio1i of the
uni�cation lemma. forma.lized a.nd proved by J. Barwise, which, l]()W(�V&#39;(�l&#39;, assumes the
a.nti-foundation axiom a.nd trea.t.s only the power class functor.

W ith some more reasonable assumptions, e.\&#39;ten(.la.l)ility of constraints to those con-
sisting of bisimulations a.nd subsumptions is (le.cidable from a simple combinatoria.l
rea.soning due to our algebraic generalization of information subsumption. As fea.ture
structures are a coalgebra for a functor which satisfies the above condition, this re-
sult is a genera.liza.tion of the (lecidability on e.\&#39;te1&#39;1ia.l version of feature subsumption
problems obtained by �I. Dörre.

This present work is based on the �nal coalgc-bra theorem proved by I�.Aczel and
N.Mendler, which says that in ZFC minus the foundation axiom, every set-based func-
tor ha.s a final coalgebra.

Two Procedures for logic programs based on
stable models

Ken Satoh

Fujitsu Labs., Kawasaki, Japan

In this ta.lk, I give two procedures for logic programs. Stable model semantics is
shown to be quite promising because of relationship with non�monotonic reasoning
formalisms such as Autoepistemic Logic, Default Logic and Abduction. However, the
original definition of stable model is given l)y �xed point a.nd until recently we do not
know how to compute stable models.

Fortunately, there a.re some proposals on bottom-up algorithm to compute stable mo-
dels a.nd we enhance it in treatment of integrity constraints. This is one of procedures
in my talk and I give the simplest form of the bottom-up procedures.

In terms of top�down proof procedure or query evaluation method, there was a proposal
by Kowalski a.nd Eshghi. but it is only correct for a restricted class of logic programs.
In this ta.lk, we show a query evaluation method which is correct for all consistent
logic programs. It combines Kowalski a.nd Eshghi�s abductive method and Kowalski
and Sadri�s integrity constra.int check method. This method is applicable not only to
a logic program but also to a logic program with integrity constraints.
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An Algebraic Generalization of Information 
Subsumption 

K nniaki ~1 ukai 
Faculty of Environment.al Infonnation. KC'io UuivC'rsit.y, .Japan 

Extensional subsumption r<'lation on feat.ur<' a.lgebra.s is generali zed for coa lgcbras for 
class functors. For any set-based functor that preserves weak pull backs, subsump1 ion 
constraints ha.ve a solution in the final rna.lgebra for th<:> fun ctor if and only if they 
have a solution in some coalgebra. for the functor. T his result is a gc-·ticraliz,tt ion of the 
unification lemma. formalized and proved by J . 13arwise, w-hich , howev('r , assumes the 
anti-foundation axiom a.nd trea.ts only the power class functor. 

With some more reasonable assumptions, ext<'ncla.bili ty of constr;iiuts to those con­
sisting of bisimulations and subsumptions is decidable from a simple combinatorial 
reasoning due to our a lgebraic generalizat ion of information suhsumption. As feature 
structures are a coalgebra for a functor which sa.t.isfies the abov<' condition, this re­
sult is a generalization of the ckcidabi lit.y 011 cxtc·rnal version of f<:'a.1.urc: subsumption 
problems obta,ined by .J. Dorre. 

This present work is ba.<;ed on the final rnalgcbra theorem proved by P.Aczel and 
N .Mendler, which says that in ZFC minus the foundation axiom, every set-based func­
tor has a final co;ilgehra. 
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In this talk, I give two procedures for logic: programs. Stable model semantics is 
shown to be quite promising because of rf'la.t.ionship with non-monotonic reasoning 
formalisms such as Autoepistemic Logic, Default Logic and Abduction. However, the 
original definition of st.a.ble model is given by fixed point and until rPcently we do not 
know how to compute stable models. 

Fortunately, there are some proposals on bottom-up algorithm to compute stable mo­
dels and we enhance it in treatment of integrity constraints. This is one of procedures 
in my talk and I give t.he simplest form of the bottom-up procedures. 

In terms of top-down proof procedure or qu~ry evaluation method, there was a proposal 
by J(owalski and Cshghi, but it is only correct for a restricted class of logic programs. 
Ju this talk, we show a query evaluation method which is correct for all consistent 
logic programs. It combines Kowalski and Eshghi 's abductive method and Kowalski 
and Sadri's integrity constraint check method. This method is applicable not only to 
a logic program but also to a logic program with integrity constraints. 
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Parallel Reasoning and Large inferences

J. A. Robinson

S3-&#39;1�acnse UniVe1&#39;sity

&#39;l"raditional ideas about. deductive reasoning are strongly human-orient.ed: for e.\&#39;ample,
the very common idea t.hat proofs should he formalized as sequences of small inferences.
But unification-based logics. such as those ba.sed on resolution, permit highly machine-
oriented proofs whose constituents can be arbitrarily large inferences which need not
be a.rra.nged or processed sequentially. Such proofs are networks of inferences which
can be processed (in particular, checked for correctness) in parallel. llnification itself is
a naturally pa.ra.llel concept. �last parallel algorithms (which are also e.\&#39;tremely simpler)
are known for unification. and their proper deployinent yields large-inference patterns
(such a.s ultraresolution) featuring a very high degree of potential parallelism.

Proofs built. from such �unnatural� machine-oriented logics are unsuitable. a.nd often
even unintelligible. for lnimans. To make them directly useful to humans as aids
to understanding. it would be necessary to develop techniques for rearra.nging and
rescaling proofs. and for magnifying or zooming in on large inferences so t.hat they can
be seen a.s composite proofs built from smaller inferences.

On the Adequateness of the Connection Method

Steffen Hfill(l()l)lC1�
TH Da1&#39;11&#39;1sta(lt

Roughly speaking, adequat.ness is the property of a theorem proving lH(�l1ll()(l to solve
simpler problems faster than more difficult ones. .+�\utoma.l.ed infercucing methods are
often not ade.qua.te a.s they require thousands of steps to solve problems which lnnnans
seem to solve effortlessly. spontaneously. and with reinarkahle pllicienc_\&#39;. hokendra.
Shastri and Venkat Ajjanagadde --~ who call this gap the artificial intelligence paradox
~�� claim that their connectionist inference .s�_\&#39;Sl-¬111 is a first step t.owa.rd bridging this
gap. In this ta.lk we show that their inference method is just reasoning l)_y reductions
in the well-known connection method. In part.icular, we e.\&#39;tend a. l&#39;(�(lll(�l.l()ll technique
called evaluation of isolated connections such that this technique �� togetlier with ot.lie1&#39;
reduction techniques -� solves a.ll problems which ca.n be solved by Shastri and ./\_ija-
na.gadde�s system under the same parallel time and space requirements. (7onseqnentl_\-&#39;.
we obtain a semantics for Shastri and Ajjanagaddeis logic. But. most. inn)orta.ntl_\&#39;. if
Shastri and Ajjanagadde�s logic really captures the kind of reasoning which humans
can perform effortlessly, spontaneously. and with remarl<a|)le ellfi(&#39;ieII<&#39;_§&#39;. then this talk
shows that only a parallel impleinentatioi1 of the connection method may be adequate.

Parallel Reasoning and Large inferences 

.J. A. Ti ohiusou 
Syracns<' Univ<'rsit.y 

Trad it iona.l ideas a bout. decl11cti\·e reasoning a r<' strongly human-ori<'nt.ecl: for exa.mple, 
the Vf'r)' common idea. that. proofs should lw formalized as sequences of small infer<"nccs. 
But unific;it.ion-h,tsed logics. su('h as those based on resolu t ion. perm it highly mac:hinc­
oric nted proofs whose constituent.s can he arbitrarily l<1rgc i11fer<·11cc-s which 11ccd not. 
be arranged or processed sequentially. Such proofs ore net ,,·orks of i11fere11ces whic:h 
can be processf•d (in particular, checked for corre, t.n<"ss) in parallc·I. ll11irin1.t. io11 itsPlf is 
a. na.t.ura.lly pa.rail,~! concept. Fast. parallel algorithnis (,rhich ar<' ,,l,._o cxtrcm<'ly sin1ple) 
are known for unifin1t.ion, and th<'ir proper dcploy111e111. yiPlds largc·-i11fnc•11C·c· pat1.c•111s 
(such as ult.ra.rcsolnt.ion) feat.ming a v<>ry high d<'gr<'c of pote11tinl 1M r<1llelisn1. 

Proofs built. fro111 such '11nn<1tural" mc1chi11<'-oric•11t.cd logics ore' 1111suit.able. c1nd oftc11 
<>ven uni nt.elligihlc. for humans. To make t,ll<'m directly 11sd11I to hu111a.11s as aids 
to 11nclcrstanding. it wo11lcl be necessary 1 o df•v<~lop t.ccl111iqu<·s for rcarra.nging and 
rescal ing proofs. c1nd for magnifying or zooming in 011 large i11f1•1 <·11cc·s so lliat t hey ca11 
be s,~en as composite proofs built fro111 smaller infc·r<·11cc•:-:. 

On the Adequateness of the Connection Method 

Steffen HiHldohlcr 
TH Dan nst.adt 

Roughly spea.king, a.d<·quat.nPss is t.lw prop<'l'i_v of a t.hcor<·rn fHO\·i11 g 11w1 ltod lo soh·<· 
simpler p robltm1s faster than more difficult ones. Aut.oma.tccl i11f<"rc'1H·i11g 11wt.l10ds ;nC' 
often not a.clequa.te a.,; t.hey rc•quirc thous,rncls of s teps 1o sol\'(• prnlilc-111:-: \\'liicl1 l111111 a 11 s 
seem to solve e ffort lessly, spont.,uwously. a11d \\'illi r<'lllilrk,1hl1• dliric-11cy. Lokf'11clra 
Shastri and Venka.t. Ajja.na.gadde - who ('all this gap the nrt ificial i11l<'lligc·11n' pnrndox 
- claim tha.t their connectionist i11fcrc11cc system is R first. st.<·p tow,Hd lnidgi11g 1 ltis 
gap. In this ta.lk we show that their infcrcnn• m<'thod is jt1st. rc·aso11i11g by rcclunio11s 
in the well-known conne.ction method. Jn p,nt.icular, we <'Xt.C'11cl a. rC'dnct.io11 1.<:clt11iq11<' 
called evaluation of isolated connections suc:h t.hat this I.C'cl111 iq11c· - t.ogct.l1<•r wit.It <11.ltcr 
reduction techniques - solves a.II problems which ca.n b<' sol\'(·cl by Slt<1st.ri a1 1d .1\,ij.t ­
na.ga.dde's system under t he. same para.lie! t.im<' and span• rc•qnin•111<•nt.s. ( 'onsc•q11e11t. ly. 
we obtain a. semantics for Shastri a11d Ajjan,1gaddc's logic. B11I.. 111os t. i111port.a.n1.I _,·. if' 
Shastri and Ajjana.gadde's logiC' rea.lly capt.11n·s the ki11d of n•;iso11i11g ll'hicl, l1n111;111s 
can perform effort lessly. spontanrnusly. <11HI wit.Ii rc111arkablc· dli('ic·11C"y. t lw11 t.l1is I a lk 
shows t ha.t. only a. pc1ra.llc•l i111ple11H•11U1.t.io11 of t.lJC' co1111<·,t.io11 11wt.l1od 111 ,1_,· IH' ;1clc·q11al c•. 



Search Space and Average Proof Length of
Resolution

Hans Kleine Biining , Theodor L(:�l�.l&#39;-lllilllll
Universität. Paderborn

V\"e introduce a de�nition of search space for resolut.ion based proof procedures. This
definition describes more clearly t.he~differences between the restrictions of resolution.
Applying this concept. t.o monot.one rest.rictions of the resolution. an example is the
N-�resolut.ion, we show t.hat. the average proof length for propositional forrmilas is a.t.
most four times a.s large as for unrestricted resolution. The inequality shows that
comparing proof procedures with respect to minimal proof length and to average proof
length may lead to essentia.lly different results. because for the N~-«resolution there exists
infinite ma.ny formulas with superpolynomially minimal proofs whereas the resolution
has polynomially minimal proof length.

Aspects of the Proof-System KOMET
W. Bibel

TH Da1&#39;111st.a(lt

Based on the experience with the development of the proof-system SETHEO, a new
system, ca.lled KOMET (Connection MEthod Theorem prover), is under development.
We aim at a computationally adequate system which roughly means that. simple theo-
rems a.re proved faster than harder ones. The talk begins with identifying six different
structural features in (connection) proofs, namely simple extensions, hinged loops, cy-
cles, data. base entries, factors, a.nd macro structures. For some of them new results
a.re presented which have been integrated in the kernel version of l\&#39;()l\�llT.l�.

The first result is the rea.cha.bility graph whicli isolates all possible hinged loops in a
preprocessing step and this way reduces the overhead needed for performing reduction
steps. Data base entries for a given relation a.re treated as a single literal using index
tree representation which speeds up the performance of database oriented problems
enormously. Two results ha.ve a releva.nce for treating cycles. One allows the com-
putation of a cycle in a grammatical (rather than a deductive) way thus eliminating
search altogether. The second one allows the identi�cation of unsuccessful cycles in
advance a.nd thisway prevents the system t.o enter a.n infinite loop. Other features of
KOMET such as reductions, non-normal form handling, lemmata-handling, integration
of induction a.re also briefly mentioned.

Search Space and Average Proof Length of 
Resolution 

Haus I~leiue Iliiuing , Tll<.'odor Let.t1na.un 
UuivcrsiUit. Paderhoru 

\V<' introduce a definition of search space for resolution based proof proC'<'dures. This 
definit ion descrihes more clearly the differ<->nces heh\'f'<'n th,· rest.rictions of resolution. 
Applying t h is concept. t.o monot.one restrictions of t.he resolution. a11 example is the 
N- rl"solut.ion, W<' show that. t he a.vera.ge proof )C'11gl h for propositional formulas is a t 
most. fou r times as large as for unrestricted resolu tion. T he i11<-'qual ity sho\\'s that 
comparing proof procedures with respect to minima l proof lcngt h a.nd lo avNa.ge proof 
lc-•ngtli rna.y lead t.o essen tia.lly diff<'l'ent result.s . ben1 11se fo r I. Ii(• N r<'solul ion 1.l1e re exis ts 
infini te many for11111las with superpolynomially 1ninimt1l proofs whc•rN1s t.he rcsol11t io 11 
has pol,v11omit1lly m inimt1l proof le>ngth. 

Aspects of the Proof-System KOMET 

\V. Bibel 
TH Dannst.adt. 

Based on the cxpcrienc<" wit.h t he dev<'lopment of the proof-system SETHEO, a new 
system , ea.lied KOMET (Co nnectio n M Ethocl Theorem prover) , is under development. 
We aim at a comput;i t.ionally adequate syst<'m which roughly mea11s that s imple theo­
rems a.re proved faster than harde r ones. Tlw talk begins with identify ing six diffe rent 
structural features in (connection) proofs, namc-ly s imple extensions, hinged loops, cy­
cles, data. base e ntries, fact.ors, and macro st.ructur<"s. For some o f them new results 
a.re presented which have heen integrated in I he kernel ,·crsion of KOMf-:T. 

The first result is t he reachahili ty graph wh ich isolates all possible hing<"d loops in a. 
pre processing st<'p and this way reduces the overhead needed for performing reduction 
steps. Data. b;i.c;e e ntries for a given relation <1re treated as a. s ingle lit.<'ral using index 
t ree representa.t.io11 which speeds up the performance of database oriented problem s 
enormously. Two res11lts have a relevance for treating cycles. One allows t he com­
putation of a cycle in a grammatirnl (rather than a. deductive ) way thus eliminating 
search a ltogether. T he second one a llows t he ideutific.ation of unsuccessful cycles in 
a.dvance and this wa.y prevents the system t.o e nt.er an infinite loop. Othe r features of 
KOMET such as reductions, non-normal form handling, lemmata-ha.ndling, integratio n 
of induction are also briefly mentioned. 
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Controlling Deduction through Declarative
Constructs

Hayns-.loacl1i1n Goltz
GUD-FIRST

The main point of this talk is to show that an important. (lirection of the further
development of logics used for clecluction systems consist.s in the fact that (lecla.ra.t.ive
syntactic constructs can be 11se(l more powerfully for the representation of l<11o\\&#39;le(lg&#39;e
about the (leduction system and for controlling deduction such that t.he search space can
l)e reduced. Existing synta.ctic constructs can better be usecl for controlling (l¬.�(.lU(�l.l()l1
and new decla.rati\&#39;e syntactic constructs can be introclncetl Tor this purpose. Tliese
syntactic construct.s can be usetl for tlillerent aims such as [or building up terms. for
the cla.ssifica.t.ion of the elements of the 1.ttti\&#39;(�t&#39;se, for the classilica.t ion of cliflerent kinds

of functional symbols or of e.\&#39;pressions (e.g. equations). and for the represeiitation of
meta. l<1&#39;1owle(hf_e.

Methods of controlling (le(luct.ion by syntactic constructs are tliscussetl for stt.ruct..uring
the universe by a type S_\&#39;Sl.(:�ll1 and for reducing the search space of unification.

Solvable Cases of the Semi-Uni�cation Problem

Hans Leill
CIS. Ulliversitéit M1"111cl1e11

The se1ni�unification problem is the problem to �Hd, for a given finite set of z&#39;urquul/u;2.~<

5&#39; : {SI S] �|-�&#39; - -«.372. <11 tn}

between �rst�or(ler terms .5,-,t,�. a solution 71&#39; r: (&#39;12,, .. , 7&#39;.) such that &#39;l&#39;U(s,~) zzzu/r/2r..<
:r0(r,~) for �t .�. 1....��. u. i

T,-(&#39;/&#39;U(s,-)) E _&#39;I},(l,,:) for each i z: �...�n.

Otherwise the non�e.\&#39;istence of such a solution shoul(l be t�(�])()l�l(�(l.

We present a. simple proof o!� l\«l.Ba.a.z� result that sol\=&#39;a.ble instances o!� the problem have
1no.st gener.&#39;e.l solu?&#39;.uions (TU, . . . , Tn), in the sense that for other solutions (Na. . . .. Im).
the main si:l)stituti«»n R0 can be l�£-�»(�t.&#39;OI�(.�(l through T0 on the tree vasriables ol&#39; H. This
is (zbta.ii1e(3 lrom 2:. sound �und 1�e�:2�»t.i\&#39;el_y coinplete transl&#39;orma.tion calculus Im� semi-
1u1il1ca.tio:&#39;1 §.\rol)len�tt.. \\&#39;lIl(&#39;ll is given -11 terms ol&#39;equa.t.ion s_\�st,enis with lll()ll2l.(ll(&#39; {und ion
variables ranging (wer s11l»si.it.t1ti(>=i.s.

Due to a. result of Kl()l.ll�}&#39; 2*.£t.., the senii�unilica.t.ion problem is re(&#39;urs&#39;i\&#39;el_\&#39; tinsol\&#39;able
z

when at least. two inequation relations <\,- (resp. t;wo lunctlion xariahies for �/&#39;,. &#39;/&#39;2) andcu...

a. l)inary l&#39;unction const.ai~.t.. are in\&#39;ol\&#39;e<l. �l�he seeontl part ol� the talk trie. to isolate a
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Controlling D eduction t hro ugh D eclarative 
Constructs 

H ans-.T oachi1n Goltz 
. Gi\ID-FIRST 

Tlw main poin t. of t his talk is lo show tlrnt an important. clir<'c!io11 0f the furth<-'r 
d<'velopment o f logics us<.>d for dc·duct io n systems consists in t.111· fact t l1at dcclara.t.i\'f' 
syn tactic const rncts can b<· 11sNl more pow<'rfully for tlw r<"pn·s<'nt.ation of l,nowl1·dgc 
about the deduct ion system ,rnd for cont.roll ing deduction such tlrnt t.h(:• Sf:r. rc:!1 span·· c·<111 
I><' rC'duced . Exisl ing synt,act ic const.rnct.s can bcl.ter he t1scd for ,011(.rolling dc·duct ion 
a nd new clec lara l i\·c syntactic cons( ruds can be i11t.roduccd for this pmposc·. Tlicsc 
syn tactic constrnct.s can be usC'd for difrcrc·11l aims such as for b1 1ildi ug up LC·rm~. for 
t he classifica.lio11 of t II<' c•k11w11ts of tlw un i\·c·rsc·. fort 11<· clas,-ifica.t ion ol' diffn1·t1! ki11ds 
of functional syrnhols or of expressions (<·.g. c·quation::.). and for 1l1c· r<·prc's<·111.alion of 
meta lrnowlcd,::e. 

t-.fothods o f cont roll ing d!'duct.io11 by s_vnt.act ic co11slruct.s ar<' discussed for st rucl11ri 11g 
t he uni vC'rse by a typ<' s_\·stc·1n and for rcd 11 ci11g 1 IH· sea rch sp,1cc· of 1111ifin1t io11. 

Solvable Cases of the Semi-U nification Proble m 

Haus L<'iB 
CIS. UuiY<'rsihit l'vliind 1<'11 

The> se:-111i-uni ficat.io 11 prohlc·m is I.lie prohk·rn to fi11d , for a gi\·1·11 fi11it.1· set l)r i11rq11alio11 .-< 

,\' = {,<; I S 1 f 1 • · · · • ·"11 Sn f 11 } 

between fi rst-order tc•rnts .~;. I,. a sol11t io11 ·r = (1i,, .... ·1 :.) s11cl1 I li;11 '/ ~(-",) 11111/d,rs 

T0 (1;) fo r i = l. ... . 11. i.<'. 

for c•arli i = I ..... ,, . 

Oth0rwisc the 1101i-r·xis1c·ncc· of su('h ;:i solut ion should lw rcporl<'cl. 

v\le prescut. :1. s impl, · proof of t,..(. Baa.,1' r<'sul t I hat. sokabk i 11sta 11t·c•s c,I' t.l 11' probl,·111 l1rl\·1• 
mo1- t g<'ncr: d solu (. i .. ns ('Fu .. .. , 'f,,), i11 thc sc11s<' t. l, a1. for ot lwr sol1 I1 io11s ( /?11 ••.•• /( ,, ) . 

t l1e 111 r1in c:;11bstit uti ,in R0 c,111 be factor<'d I l1rougl1 '/'0 011 1 lw frc•c· n1sri;ilil<·~ of.'·,·. Tl1 is 
is cii1t a.i1 wd from ,: sound . nd n· :,H l\'<•ly 1·<,111pk t.<· t ra11sfon11at ion n1 knlus !'or s1·1ni­
u11ihcat ion !'roblc·11 ,:, . \\'l1i1 Ii .s ~i,·<·!t •II l<T111s ,>f' <·quat.ion -.;_vslc·111:- 11·it 11 111P1111dil' !'1111c1 iw1 
var ia bles r,, ;1gi11g OH:'r sul,s : it 11t ioq~·. 

Dw~ to a re-su it c..f h:fou r_\' 1·.,1. , tl1c· sc111i-1111ifin1t.iu11 problc111 i« r1·c11rsi1·1•l.\' 1111sol1·;tl1 l<' 
\\'11<·11 al. IC',1st. tw0 i11cq11a!.io11 r<'li1l,i1111s S:; (r<·sp. l.w<, f1111C'tio11 1·;ui.-1hi1•-; fo r F1. ·11.) ;111<I 
,i bina ry func1.ion const.;rnt. ,m~ ill\'C)l\'f•d. T lw sc·co11d p,HI of 111<' t.,dk t ri<' , lu j..,ol,1'<' a 



conimon st1&#39;u(�tm&#39;c in two sol\&#39;ahl(~ 51111111011101115: (21) 1\&#39;21|>111 <".21.°5 1051111 111211 5011211111111�
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Theorem Proving by Model Testing

David Platistx-id, Hang C1111
U11iVorsit._\»&#39; of  40̀1&#39;111 Carolina 211 C1121p01 Hill

�"0 111501155 0111 501112111111 h\&#39;p<&#39;r-linking 1110010111 |>10\&#39;01 which sh0\\&#39;s 111152111511211)1111_1&#39; of
21 111&#39;51-<)1(101 10111111121 by 1110 12111111001 21 p0151510111 21110111111 10 00115111111 21 11101101 101
it. T110 1121.510 |>1(>00(11110 15 00111111010 2111<1 05|)0(&#39;121.11_1&#39; 0111010111 for 5015 of 012111505 11121.1.
are highly 11011-110111 and haw 51112111 111012115. \\"0 2111111111111. 11115 |>1()00(1111°0 with UR.
(lllliti-1�(�S1tii.il]g) 105011111011 10 (31111111121101110 110111 parts of proofs and with 21 112111101110111
01 resolution C21110(1 rough 105011111011. 1.0 0111111112111: 1110 1211g0 1110121.15 111 proofs. This
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0111100101115 21111<)111a11<&#39;2111_1� 111211 2110 110101111 1110 reach of 111051 1.110010111 |>1011&#39;015. These
include 1,110 111101°1110(11211.0 1211110 1.110010111. 21.1118, 0.\&#39;(|1. 0xq2� 0x113, and 111100 of Blecls0e�s
1111111. 1�11e0101115. All 1110015 2110 0111211110(1 111 1021.5<)11211)1e tithes with 51112111 5021.10.11 51121005
and (101211111 5011111g5 012111 5111101105.

corrnnon slrurt11n· i11 f\\'o soh·abl<· s11bprobl<·1ns: (a) l,;ipur c•.a.'s r<·s11lt tltat soh·ability 
is dccidahl<" \\'l1C'11 or rly Oil<' f1111rt.io11 ,·ari,11>1<' T, ocntrs. ,1t1d (h ) t IH· ;i11t lto1-s's r<·sull 
tlial soh·ability is cln: idablc· \\'l1<·11 c·,wli l<'rlll or t lll' i11st,l!H'(' . .:...· l1<1 S n11h· Oil(' rnaxi111c1I 
s11btcnn constrnctc•d of individual ,111d funrt ion ,·ariablc's. 

Theorem Proving by Model Testing 

DaYid Plais t.Pd , H<'ng Chu 
l "uiYC'rsit.:v of ~orth Carolina at Chapf'l Hill 

\·V<· discuss Ollr !--('1 11,-llll ic l1_,·pn- li11ki11g tll<'or<'lll pro,·c·r \\'hirl1 sl10\\'S un:-:.itisliabili t.y or 
a first -ordc•r !'orin1rl;i by t l,c· failur<' or a 1wrsist<-11t at lc·mpl to cousl nK1 a 111od<•I for 
it.. The ha_,;;ic pron·d11n· is co111plc1c ,111cl cspc·cially dfiri<'11t for sc·ts o f cla11scs t.ha.t 
;in• higltly 11011-l lorn a11d l,a,·<' s111;dl litN,ds. \Ve' a11p;mc•11t t.ltis proced11n· with UR 
(unit-rl'st1lt.i11g) n•solulio11 to elirni11nl<' lit<· llorn parts of proofs and with a rdincnwnt 
of resolut.ion r,d lc•d ro11gh r<·solul io11. to eli mimde t lw large litcrnls in proofs . This 
combination oft lircc 11wt.ltods, t \H> of tlic111 i11complct.c, works \\'<'I I ;rnd pro\'(:s a. number 
of t.heoretns a11 to1n <1t inill.v t ltr11 nr<' beyond t 11<' reach of most. t.lworc-111 prov1·rs. 'These 
inc ludf' I.Ii<' int<'l'llH'dial.<' ,·alue t lwor<'nl. am~. c·xq I. <'xq:2, <"xq:I , and t.l1r<>0 o f B ledsoe's 
limit tlwor<'111s. A 11 proofs ar<' obt aitt<>d itt r<'a,-;011,1ble t inws wit Ii sni,dl S<-'arch spaces 
and ddault set tings of all s\\'il.<'lws. 
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