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The seminarwasattendedby 36 scientistsfrom 12 countries. It was devotedto the complexity of a rangeof
importantproblemsandefficientalgorithmsfor solvingthem.Amongthoseproblemswerenumericalintegration
andapproximation,solvingintegral andoperatorequations,solvingpartialdifferentialandstochasticdifferential
equations,optimization.Sincethecomplexity of problemsdependson thedimensionalityof theunderlyingclass
of functions,over 20 talks (out of the total of 32) discussedmultivariateproblemsand the dependenceof the
complexity on thenumberd of variables.

Integrationof functionsof very many variablesis of greatpracticalinterestin a wide rangeof applications
includingstatisticalmechanics,chemistry, physicsandmathematicalfinance.Although it hasbeenstudiedfor a
long time, theclassicalnumericalresultsprovide eithervery negative resultsof exponentialdependenceon d or
insufficient informationof the dependenceon d. Sincein the problemsmentionedabove, the valueof d could
easily be in thousands,millions, or sometimesequalto infinity, the dependenceon the dimensionis of great
importance.Sometimes,it is evenmoreimportantthanthe dependenceon the error demand.Not surprisingly,
14 talks presentednew resultson high-dimensionalintegrationandwe will concentrateon someof themhere.
Therewasa numberof resultsdealingwith constructionand/orpropertiesof low discrepancy pointsaswell asof
(Quasi-)MonteCarlomethods.Themodelof quantumcomputationandits power for numericalintegrationwas
presented.Applicationsto specificfinanceproblemswerediscussed,aswell ascomplexity andoptimalmethods
for integratingsingularfunctionsor functionsover unboundeddomains.MonteCarloand/orQuasi-MonteCarlo
methodswerealsodiscussedin the context of other than integrationproblemsincluding differentialequations
andcomputervision. In particular, anoptimalrandomizedmethodwasproposedto solve integral equationswith
singularkernel.

In additionto presentations,oneafternoonwasdevotedto theOpenProblemsSessionwherea seriesof new
importantresearchproblemshasbeenproposed.

We verymuchprofitedfrom theexcellentworking andliving conditionsduringtheseminarandwould like to
expressour thanksto thestaff of SchlossDagstuhlaswell asto theoffice in Saarbr̈uckenfor their efficiency in
organizingandhandlingourmeeting.

S.Heinrich,S.Pereverzev, J.Traub,andG. Wasilkowski
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Abtracts in alphabeticalorder by speaker’ssurname:

Probabilistic Analysisof Interior Point Methods for Linear Programming
Karl HeinzBorgwardt
joint work with PetraHuhn 4

Impossibility of Exponential ConvergenceRate for Optimization on the Wiener Space
JimCalvin 4

SphericalProduct Algorithms and the Integration of SmoothFunctionswith OneSingular Point
RonaldCools
joint work with ErichNovak 5

Complexity of Financial Problems
FranciscoCurbera 5

Complexity resultsfor systemidentification with random noise
AlexanderGoldenshluger 5

Optimality in Simulation for BalanceEquations: Discretevs ContinuousProblems
NinaGolyandina 6

Monte Carlo Approximation of Weakly Singular Operators
StefanHeinrich 6

Approximation of stochasticdiffer ential equationswith linear functionals
NorbertHofmann 6

Application To Higher DimensionalProblemsfor
�
t � m� s� -netsand Scrambled

�
t � m� s� -nets.

HeeSunReginaHong
joint work with PeterMathé 7

Strictly Deterministic Sampling in Computer Graphics
AlexanderKeller 7

A GeneralApproachto Infer enceand Optimality
Mark A. Kon 7

Numerical Analysisof Runge-Kutta Quasi-MonteCarlo Methods
ChristianLécot 8

Polynomialsof boundedtr ee-width
KlausMeer
joint work with J.A.Makowsky 8

On the representationof band-limited signalsusingfinitely many bits
H. N. Mhaskar 8

Uniform Approximation of SDE’s
ThomasMueller-Gronbach 9

Quantum Complexity of Integration
ErichNovak 9

The Brownian bridge doesnot offer a consistentadvantagein quasi-MonteCarlo integration
AnargyrosPapageorgiou 10
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On the Information Complexity of severely ill-posedproblems
SergeiPereverzev andEberhardSchock 10

Asymptotically minimal Smolyak integration and computational aspectsin Smolyak’smethod
Knut Petras 10

A Noteon the Discrepancyof Digital Netswith Fixed Quality Parameter
Fritz Pillichshammer
joint work with GerhardLarcher 11

Averagecasecomplexity of weightedapproximation on � 0 ��� ∞ �
LeszekPlaskota 11

AverageCaseComplexity of WeightedIntegration and Approximation over R �
KlausRitter
joint work with LeszekPlaskotaandGreg Wasilkowski 11

WaveletApproximation for Integral Equations
ReinholdSchneider 12

Bisection-EnvelopeAlgorithms for Multi variate Fixed Points
S.Shellman,K. Sikorski 12

Complexity and complexitiesof Monte Carlo algorithms for the Burgersequation
Nikolai Simonov 12

On the construction of quasi-MonteCarlo algorithms that achievestrongQMC Tractability
IanH. Sloan 13

Adaptiveapproachto the discretization of inverseproblems
SergeiG. Solodky 13

Quasi-MonteCarlo for Yield Optimization in Cir cuit Design
ShuTezuka 14

Discrepancytheory and pair correlations
RobertF. Tichy 14

Oracle inequalitiesfor inverseproblems
AlexandreTsybakov
joint work with L.Cavalier, Y.Golubev, andD.Picard 14

On WeightedApproximation over UnboundedDomain
G. W. Wasilkowski 15

How doestractability of multi variate integration dependon norm and periodicity?
HenrykWoźniakowski
joint work with IanH. Sloan 15
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Abstracts of Talks
(in alphabeticalorder by speaker’ssurname)

ProbabilisticAnalysisof Interior Point Methodsfor Linear Programming

Karl Heinz Borgwardt
joint work with Petra Huhn

It is our aim to make a fair comparisonof the Simplex MethodandInterior PointMethodson thebasisof their
averagecasebehavior in the solution of Linear Programmingproblemspossible. Thereforewe usethe same
stochasticmodel(theRotationSymmetryModel ) for theaveragecaseanalysisof bothsolutionmethods.

Interior PointMethodsrun in threePhases.In PhaseI it is the aim to get closeto theanalyticcenterof the
feasibleregion. In PhaseIIa we performan iterationprocesswhich reducesthedistanceto theoptimumat least
with linearconvergence.And in PhaseIIb onestartsa searchfor a closebyvertex from thelast iterationpoint of
PhaseIIa.

We demonstratethat for worst-caseandfor average-casebehavior the following geometricfiguresdetermine
thenumberof iterations:

1. Themaximaldistanceof avertex to theorigin (themaximalvertex norm)is thecrucialmeasurefor theeffort
in PhaseI.

2. The differenceof the objective valuesat the bestand the secondbestvertex determinesthe numberof
iterationsrequiredin PhaseIIa.

In worstcasepolynomiality-proofsthesetwo figurescanonly beboundedby useof theencodinglengthL of the
problem.And this is thereasonwhy worstcaseboundscontainthis extremelyhigh factorandthatpolynomiality
but notstrongpolynomialitycanbeshown.

In the averagecaseanalysiswe calculatethe distribution functionsof the two geometricfiguresmentioned
above. And this canbe- via theevaluationof integral formulas- usedto achieveboundson theexpectednumber
of iterationsfor all Phases.Our resultof that stochasticanalysisleadsto a proof that the expectednumberof
iterationsfor thewholemethodis notonly polynomialin theencodinglengthbut alsostrongly polynomial in the
dimensionsof theproblem.

Impossibilityof ExponentialConvergenceRatefor Optimizationon the
WienerSpace

Jim Calvin

It is possibleto approximatetheminimumof aunimodalfunctiononaninterval with theworstcaseerrorconverg-
ing to zeroatanexponentialrate(for example,usingtheFibonaccisearchalgorithm).Withoutstrongassumptions
suchasunimodality, nosuchworstcaseboundis available.

In a stochasticsettingwe canobtainprobabilisticboundsfor largeclassesof functions.Let P betheWiener
measure,andchoosea sequenceof numberscn � 0 arbitrarilyslowly. Thenthereexistsanalgorithmsuchthat

P
�
∆n � exp

�
	
cnn���
� 1 �

where∆n is theapproximationerroraftern observations.Thepurposeof this talk is to show that

P
�
∆n � exp

�
	
cn���
� 0

for any algorithmandany c � 0.
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SphericalProductAlgorithmsand the Integration of SmoothFunctionswith
OneSingular Point

Ronald Cools
joint work with Erich Novak

We considerthe problemof numericalintegrationfor multivariatefunctionswith respectto a radial symmetric
weight. We prove that suitablesphericalproductalgorithmshave the optimal rateof convergencen � k� d for Ck-
functions.Wealsostudyclassesof integrandswith asingularitythatareCk outsidetheorigin. Standardalgorithms
have a high costfor suchfunctions,becausethey requirethat the function is smootheverywhere.We construct
suitablymodifiedsphericalproductalgorithmswith optimal rateof convergencen� k� d also in this case. In the
compactcasewecanusemodifiedsphericalproductGaussformulaswith a nonalgebraicdegreeof precision.

It is availableasReportTW 308,Dept.ComputerScience,K.U.Leuven,July 2000.
URL: http://www.cs.kuleuven.ac.be/publicaties/rapporten/tw/TW308.abs.html

Complexityof Financial Problems

FranciscoCurbera

Thecomplexity of quasi-MonteCarloalgorithmsandthebehavior of thesealgorithmsfor problemswith veryhigh
dimensionalityhave attractedmuchattentionin recentyears. Several resultshave beenobtainedwhich provide
necessaryandsufficient conditionsfor the tractability andstrongtractability of quasi-MonteCarlo algorithms.
Someof the mostchallengingapplicationsof quasi-MonteCarlo algorithmsoccur in the field of mathematical
finance.In thistalk weshow thattherearefundamentalproblemsthatpreventtheapplicationof mostupperbounds
andtractability resultsto financialproblems. We begin showing that the Koksma-Hlawka inequalitycannotbe
appliedto mostfinancialproblems,andproposea modifiedinequalitythatdoesapplyto theseproblems.Next we
review theapplicationof weightedtensorproduct(WTP)spacetechniquesto financialproblems,andidentify two
majordifficulties.First, thelackof smoothnessof mostintegrandstypically foundin financeputstheseintegrands
outsidethescopeof WTPspacetechniques;weshow, however, thatthis lackof smoothnessis of averyparticular
kind, which may lend itself to moretargetedapproaches.Second,evenwhensmoothintegrandsareconsidered,
thediscretizationtechniquescommonlyusedby practitionersyield problemswhosetractabilitycannotbeproven
usingWTPtechniques.However, weshow examplesof smoothfinancialintegrandswhichyield stronglytractable
integrationproblemswhentheKarhunen-Lóeveexpansionis usedinsteadof thestandarddiscretizationscheme.
We concludeby presentingnumericalresultsof thecomputationof theweighteddiscrepancy for highdimensions
(100)andlargesamplesizes(100000).

Complexityresultsfor systemidentificationwith randomnoise

Alexander Goldenshluger

We considerestimatingimpulseresponsesequenceof a stablelinear time-invariantsystemunderstochasticas-
sumptions.We adopta nonparametricminimax approachfor measuringestimationaccuracy. Thequality of an
estimatoris measuredby otsworstcaseerrorovera family of impulseresponses.Thefamilieswith polynomially
andexponentiallydecayingimpulseresponsesareconsidered.We establishnonasymptoticupperboundsonaccu-
racy of the leastsquaresestimator. Lower boundson estimationaccuracy arederived. An adaptive estimatorthat
doesnotexploit any a priori informationaboutthe’ true’ systemis developed.
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Optimality in Simulation for Balance Equations: Discrete vs Continuous
Problems

Nina Golyandina

We study the Monte Carlo solution of the balance differential equationdµt � dt � G
�
µt � in measures on the space

of probability measures given on the compact Polish spaceD. As examples of the balance equation, we consider
the nonlinear Boltzmann-like equation and the linear balance equation. We say that the sequence of jump Markov
processesξn

�
t � solves the balance equation ifEψ

�
ξn
�
t ����� ψ

�
µt
�
µ��� asn � ∞ for any smooth functionalψ. The

theory of semigroups allows to find conditions for the convergence, its rate and the form of approximation errors
(Golyandina and Nekrutkin 1999).

The main result on convergence rate is the following: under natural conditions, errors can be represented as
c1
�
ψ � t � � n � c2

�
ψ � t � � n � o

�
1 � n� , where the first term is caused by the errors in initial data, the second term is

caused by the errors due to process simulation, and coefficients can be written down in a way explicitly. The term
c1
�
ψ � t � can be reduced to 0 by stratification of the initial distribution (Golyandina and Nekrutkin 2000). In the case

of the discrete phase setD ��� 1 ��������� k � the process with minimalc2
�
ψ � t � can be constructed. In the continuous

case the optimal process formally exists but is not realizable from the simulation viewpoint. That is why we

should consider Markov jump processesξn
�
t � in the formξn

�
t ��� n

∑
i � 1

δζi � t � � n, that is,n-particle processes. The

simple examples demonstrate an appreciable advantage of the optimal estimator in comparison with then-particle
estimator.

Using the class ofn-particle processes (they are realizable though non-optimal) we can construct new algo-
rithms and compare algorithms on their complexity. In particular, we prove that for the Boltzmann-like equations
algorithms with binary collisions have advantage. In the same manner, we can obtain advantage in complexity for
the linear equations with the help of introducing artificial collisions.

Monte Carlo Approximation of Weakly Singular Operators

Stefan Heinrich

We study the complexity of solving the integral equation

u
�
s� 	��

G
K
�
s� t � u � t � dt � f

�
s���

whereG  Rd by randomized (Monte Carlo) methods. We are interested in approximations of the solutionu on a
submanifoldG1  G of dimensiond1 � d. The kernel is supposed to be of weakly singular type

K
�
s� t ��� k

�
s� t �!

s
	

t
! σ

for someσ � 0 � σ " d, andk # Cr $ 0 � G2 ��� f # C
�
G� . Previous results for the smooth caseσ � 0 are reviewed. Then

a new result is stated for the caseσ � 0 matching upper and lower bounds (up to log-factors).

Approximation of stochastic differential equations with linear functionals

Norbert Hofmann

The talk is concerned with pathwise approximation of scalar stochastic differential equations with respect to the
global error in theL2-norm. We study methods that are based on sequentially chosen linear functionals of the
driving Brownian motionW. The minimal error in the class of arbitrary methods that are based onn functional
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evaluations on the average tends to zero likec� π % n� 1� 2, wherec is the average of the diffusion coefficient in space
and time. For comparison we consider the class of methods that usen discrete observations ofW on the average.
The minimal error in this class behaves likec�'& 6 % n� 1� 2. Hence methods with linear functionals yield only a small
improvement on the level of asymptotic constants.

Application To Higher Dimensional Problems for( t ) m) s* -nets and
Scrambled( t ) m) s* -nets.

Hee Sun Regina Hong
joint work with Peter Math é

Monte Carlo methods are widely used in multidimensional integration. Quasi-Monte Carlo methods improve the
accuracy of Monte Carlo methods by choosing a low-discrepancy set such as a

�
t � m� s� -net or a

�
t � s� -sequence.

Scrambled nets were proposed by Art Owen as a hybrid of Monte Carlo method and a quasi-Monte Carlo method
which achieve the superior accuracy of the quasi-Monte Carlo method while allowing the simple error estimation
of Monte Carlo method.

We tested on higher dimensional problem with different covariance structures and different difficulty of prob-
lems with

�
t � m� s� -nets with their scrambled nets as well as a Monte-Carlo method. Here, we implemented scram-

bled digital net as simple matrices multiplication which is a variation of Art Owen’s scrambling but as general as
his.

Quasi-Monte Carlo methods perform well for moderately high dimension but their performance getting worse
as dimension getting higher, however scrambled nets perform well in overall dimensions.

Strictly Deterministic Sampling in Computer Graphics

Alexander Keller

We introduce two new techniques for parallel image synthesis. Exploiting the structure of
�
0 � 2n � 2� -nets in base 2

and efficient computation schemes for these nets, we introduce the interleaved method of dependent tests and de-
pendent splitting. Both techniques are realized bydeterministiclow discrepancy samples that allow for an efficient
parallelization on heterogenous computer architectures providing a superior performance without the standard cor-
relation problems of parallel pseudo-random number generation. The techniques are implemented in an industrial
renderer.

A General Approach to Inference and Optimality

Mark A. Kon

Continuous complexity theory is a way of quantifying the amount of work done to solve problems. As a result,
different algorithms can be compared and notions of optimal algorithms can be studied and developed. At this point
there are a large number of modeling techniques which study the ill-posed problem of extrapolating functionsf

�
x�

from partial informationN f � �
L1 f ���+�,�+� Ln f � , but which do not have any means of normative comparison of the

complexities of the algorithms involved. Many of these technologies find their way into the field of data mining,
and include statistical learning theory, neural network theory, computational learning theory, regularization theory,
regression, maximum entropy, V-C theory, and decision tree theory. A goal of the present work is to identify
potential issues and techniques in adapting current complexity theory to the comparative study of complexities of
the various algorithms and strategies mentioned here. The final goal is a normative index of function extrapolation
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methods,accordingto theircommonlymeasuredoptimalityproperties.An importantbasisfor thecomparisonand
contrastof extrapolatorymethodologiesinvolvesthe teasingout of their a priori anda posteriori assumptions.
Someof theseareexaminedin a few of theabove methodologies,andthe following theoremis proved,relating
thecomplexity theoryof regularizationmethodsandaveragecasecomplexity underGaussianmeasures.

Theorem: The ε-complexity of the regularizationapproachfor any problemwith regularizationfunctional!,!
Af

!+! 2 (underbasicBayesianassumptions)is equalto the ε-complexity of the averagecasesetting,assuminga
Gaussianmeasurewith covarianceoperatorA� 2.

This theoremgivessomedefinitionto ε-complexity in theregularizationapproach,andleadsto thefollowing
Conclusion:Complexitiesareindependentof thechoiceof specificapriori assumptionsin regularizationprob-

lems.All that is necessaryis theregularizationassumptionthat”
!,!
Af

!+!
shouldbesmall”; complexitiesconsistent

with thisassumptioncanbecomputedfrom theaveragecasesettingin information-basedcomplexity theory.

NumericalAnalysisof Runge-Kutta Quasi-MonteCarlo Methods

Christian Lécot

Weareinterestedin thenumericalsolutionof asystemof differentialequationsy- � t �.� f
�
t � y � t ��� when f is irregular

or mayvaryrapidly in t. Wedescribeafamily of numericalschemeswhichis akinto theRunge-Kuttafamily. The
schemesusequasi-MonteCarloestimatesof integrals. We focuson third orderschemeswith threestages.They
uselow-discrepancy pointsetsin dimensionthree.An errorboundis shown,whichinvolvesthepowerthreeof the
stepsizeaswell asthediscrepancy of thepoint setusedfor thequasi-MonteCarloapproximations.The results
of numericalexperimentsaredescribed.Theinfluenceof thevariationof f on theconvergenceof theschemesis
studied. It is shown that the performancesof the RungeKutta methoddegradewhen f variesrapidly in t. The
performancesof theRungeKuttaMonteCarloor quasi-MonteCarlomethodsarenot sodependenton therateof
variation.In additionRungeKuttaquasi-MonteCarlomethodsoutperformRungeKuttaMonteCarlomethods.

Polynomialsof boundedtree-width

Klaus Meer
joint work with J.A. Makowsky

We studysubclassesof computationallyhardproblemsin the framework of algebraiccomplexity theory (BSS
modelof computation).Thesesubclassesaredefinedby meansof a generalizationof the tree-widthparameter
well known in graphtheory. We redefinethis parameterw.r.t. meta-finitestructures(insteadof graphs)including
algebraicissuesandshow: Propertiesexpressiblein existentialMSOlogic (a logic to bedefined)overmeta-finite
structuresof boundedtree-widthcanbedecidedresp.computedin lineartimew.r.t. theBSSmodelof computation.

The resultsapply to problemslike solvability of polynomialequationsover finite fields, computationof the
permanentof a realsquarematrixor optimizationof anLP problem.

On the representationof band-limitedsignalsusingfinitely manybits

H. N. Mhaskar

Let K bea compactsubsetof a metricspaceX. For an integern / 1, ann-bit encoderis a mappingfrom K into� 0 � 1 � n, andn-bit decoderis amappingfrom � 0 � 1 � n into X. For ε � 0, let

Lε
�
K � X � : � min � n : thereexist n-bit encoderE anddecoderD suchthat sup

f 0 K
d
�
f � D � E � f �����1" ε �'�
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Let τ � λ # �
0 � ∞ � , andBτ $ λ be the setof all entire functions f suchthat

!
f
�
z� ! � exp

�
	
τ
!
z
! λ � for all z # C. Let

α � max
�
λ � 1� , 1 � p � ∞, andX bethespaceof all functionsg suchthat,with w

�
x� : � exp

�
	2!
x
! α � 2� , wg # Lp � R � ,

equippedwith thenorm 3 g 3 : ��3 wg3 p. We show that

Lε
�
Bτ $ λ � X �4� 1

2
�
1� λ 	 1� α �

�
log

�
1� ε ��� 2

loglog
�
1 � ε � � 1 � o

�
1���5�

We giveexplicit constructionsfor theasymptoticallyoptimalencodersanddecoders,basedonfinitely many sam-
plesof thetargetfunction.Thenumberof samplesis atmostaconstantmultipleof theoptimalnumbertheoretically
necessary. If thesamplingnodesareequidistantwith separation1� σ, thereconstructionerroris 6 � σ � cσγ � for some
γ � 0. Thedecodersarepolynomialshaving anasymptoticallyoptimaldegree.

Uniform Approximation of SDE’s

ThomasMueller-Gronbach

We analyzenumericalmethodsfor the pathwiseapproximationof a systemof stochasticdifferentialequations.
As a measureof performancewe considerthe q-th meanof the maximumdistancebetweenthe solution and
its approximationon the whole unit interval. We introducean adaptive discretizationthat takes into account
the local smoothnessof every trajectoryof the solution. The resultingadaptive Euler approximationperforms
asymptoticallyoptimal in theclassof all numericalmethodsthatarebasedon a finite numberof observationsof
thedriving Brownianmotion

QuantumComplexityof Integration

Erich Novak

So far it is known that quantumcomputersyield a speed-upfor certaindiscreteproblems. We want to know
whetherquantumcomputersareusefulfor continuousproblems.

We studythecomputationof the integral of functionsfrom theclassicalHölderclasseswith d variables.The
optimalordersfor thecomplexity of deterministicand(general)randomizedmethodsareknown. We obtainthe
respective optimalordersfor quantumalgorithmsandalsofor restrictedMonteCarlomethods(wherewe allow
only coin tossinginsteadof generalrandomnumbers).

For theclassesFk $ α
d on � 0 � 17 d we put γ � �

k � α � � d. Theknown optimalordersfor thecomplexity of deter-
ministicand(general)randomizedmethodsare

comp
�
Fk $ α

d � ε ��8 ε � 1� γ
and

comprandom� Fk $ α
d � ε �98 ε � 2� � 1� 2γ � �

For aquantumcomputerweprove
compquant

query
�
Fk $ α

d � ε ��8 ε � 1� � 1� γ �
and

compquant� Fk $ α
d � ε � � Cε � 1� � 1� γ � � logε � 1 � 2� � 1� γ � �

For restrictedMonteCarloweprove

compcoin � Fk $ α
d � ε � � Cε � 2� � 1� 2γ � � logε � 1 � 1� � 1� 2γ � �

To summarizetheresultsonecansaythat
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: there is a (roughly) quadratic speed-up of quantum algorithms over randomized classical methods, ifγ is
small;: there is an exponential speed-up of quantum algorithms over deterministic (classical) algorithms, ifγ is
small.

URL of the paper: http://xxx.lanl.gov/abs/quant-ph/0008124.

The Brownian bridge does not offer a consistent advantage in quasi-Monte
Carlo integration

Anargyros Papageorgiou

The Brownian bridge has been suggested as an effective method for reducing the quasi-Monte Carlo error for
problems in finance. We give an example of a digital option where the Brownian bridge performs worse than the
standard discretization. Hence, the Brownian bridge does not offer a consistent advantage in quasi-Monte Carlo
integration. We consider integrals of functions ofd variables with Gaussian weights such as the ones encountered
in the valuation of financial derivatives and in risk management. Under weak assumptions on the class of functions,
we study quasi-Monte Carlo methods that are based on different covariance matrix decompositions. We show that
different covariance matrix decompositions lead to the same worst case quasi-Monte Carlo error and are, therefore,
equivalent.

On the Information Complexity of severely ill-posed problems

Sergei Pereverzev and Eberhard Schock

We study the information complexity of so-called severely ill-posed equations with infinitely smoothing operators
but with a solution having only a finite smoothnessp. We note that for moderately ill-posed problems when the
smoothness of the operator is also finite one can not keep the value of the constantα near the best possible order
of accuracy for allp � 0 without knowledge of the value ofp because of the uncertain principle:α;

p / c � where
c does not depend onα andp � For severely ill-posed problems the information about the exact value ofp is not
so important because the combination of Morozov’s discrepancy principle and a finite dimensional version of the
ordinary Tikhonov regularization is order-optimal for anyp � 0 (It is well-known that for moderately ill-posed
problems such a combination has the saturation property).

Asymptotically minimal Smolyak integration and computational aspects in
Smolyak’s method

Knut Petras

Smolyak’s algorithm has proved to be successful for many tensor product problems. In the first part of this talk,
it is shown how to obtain Smolyak methods with asymptotically minimal number of nodes for a given degree of
polynomial exactness.

The second part of the talk is devoted to the calculation of the coefficients of Smolyak cubature rules for
increasing dimensiond. Taking the hitherto used formula and symmetries, it is demonstrated that almost all
computation time is used for coefficient calculation. Using the principle ‘divide and conquer’ this calculation time
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reducesto at mosta small constantfactortimesthetime for thewholealgorithms.If we useall symmetries,the
contributionof coefficientcalculationto thecomputationtime for thewholealgorithmasymptoticallyvanishes.

A Noteon theDiscrepancyof Digital Netswith FixedQuality Parameter

Fritz Pillichshammer
joint work with Gerhard Lar cher

Oneof the mostpowerful conceptfor the constructionof low- discrepancy point setsin the s-dimensionalunit
cubeis theconceptof digital

�
t � m� s� -netsin baseb. (This is a specialsubconceptof theconceptof

�
t � m� s� -nets

in baseb introducedby Niederreiter.) Thediscrepancy of digital netscanbeestimatedby thediscrepancy bounds
givenfor arbitrary

�
t � m� s� -netsin baseb (seefor exampleNiederreiter).Mostof thesediscrepancy estimatesonly

usethe informationgiven by the quality parametert of the net. The aim of my talk is to point out, that there
are, sometimesconsiderable,differencesin the discrepancy of different digital

�
t � m� s� -netswith fixed quality

parametert. To supportthis claim two examplesin the two-dimensionalcasearegiven. Thefirst exampledeals
with theL2-discrepancy of symmetrizeddigital

�
0 � m� 2� -netsin base2 andthesecondexampleis concernedwith

the < -discrepancy of digital
�
0 � m� 2� -netsin base2.

Averagecasecomplexityof weightedapproximation on = 0 )?> ∞ *
LeszekPlaskota

We studytheaveragecasecomplexity of weightedapproximationof GaussianstochasticprocessesX definedon
thehalf-line � 0 � ∞ � whoserth derivativessatisfytheHölderconditionwith exponentβ in themeansquaresense,
suchasther-fold integratedfractionalBrownianmotionwith parameterβ. Any approximationusesonly samples
of X atfinitely many points.Theerrorof anapproximation@ X is givenas A IE B ∞

0
�
X
�
t � 	 @ X

�
t ��� 2ρ2

�
t � dt, where

ρ is aweightfunction.Weshow thatif ρ is monotonicallydecreasingand 3 ρ1� γ 3 L1 � 0 $∞ � " ∞ whereγ � r � β � 1� 2,

thenthecomplexity is proportionalto
� 3 ρ1� γ 3 γ

L1 � 0 $∞ � � ε � 1� � r � β � . We alsogive complexity formulasin caseswhere

thecorrespondingintegral is infinite. In particular, if ρ
�
t ��8 t � p ln � q, p � q � 0, thenthecomplexity is infinite for

p " γ, proportionalto ε � 1� � r � β � for p � γ, andfor p � γ wehave

comp
�
ε �C8

DEEF EEG
� ∞ q � 1� 2
ε � 1� � q � 1� 2� 1� 2 " q " γ
ε � 1� � r � β � lnγ � � r � β � � ε � 1 � q � γ
ε � 1� � r � β � q � γ

Examplesshow thatthemonotonicityassumptionis crucial.

AverageCaseComplexityof WeightedIntegration andApproximation over
R H

Klaus Ritter
joint work with LeszekPlaskota and GregWasilkowski

We studyweightedintegrationandL2-approximationfor zeromeanGaussianprocessesX
�
t � , t #I� 0 � ∞ � , basedon

observationsof X at suitablychosenknotst1 ��������� tn. We analyzethe ε-complexity, i.e., the minimal numberof
observationsneededto achieveanaverageerroratmostε. Resultsincludenecessaryandsufficientconditionsfor
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: thecomplexity to befinite,: thecomplexity to beof thesameorderasin theclassicalcompactcase.

Our resultsarevalid on classesof processesthat aredefinedby secondorderproperties.Examplesinclude
r-fold integratedfractionalBrownianmotions,Sacks-Ylvisaker processes,andstationaryprocesseswith spectral
densitiesof prescribeddecay. For approximation,weprovideconstructionsof orderoptimalmethods.For integra-
tion, weoftenrely onnonconstructiveproofsof theupperbounds.

WaveletApproximation for Integral Equations

Reinhold Schneider

Boundaryintegral formulationsoffer an appropriatetool for the numericalsolution of certainboundaryvalue
problemsin engineering. A major drawback of this approachis the fact that the arising systemmatricesare
denselypopulated,which is limiting the discretizationof realistic3D problemswith complex geometry. Like
panel-clusteringandmulti-poleexpansion,biorthogonalwaveletbasesremedythissituationby approximatingthe
discreteschemein anefficientway. Multi-scalemethodsachievethisby approximatingthesystemmatrix relative
to a biorthogonalwaveletbasisby a sparsematrix. We proposea fully discretizedGalerkinWaveletMethodsto
discretizesboundaryintegralequationsfor staticor low frequency problemswhich is basedon parametricsurface
representation.Anotherimportantfeatureis thatpreconditioningis is rathersimpledueto theadditive Schwarz
decompositionof functionswith respectto differentscales.We computea sparseapproximationof the system
matrixdirectlycausingonly anerrorproportionaltheoptimalerrorboundof theGalerkindiscretization.Thiscan
be donesuchthat the total numberof nonzeromatrix coefficientsincreasesonly linearly with the total number
of unknownsN. In order to computethe nonzeromatrix coefficientsdirectly, we apply an adaptive quadrature
method,with thedesiredaccuracy requiringtotally 6 � N � floatingpointoperations.

Bisection-EnvelopeAlgorithmsfor Multivariate FixedPoints

S.Shellman,K. Sikorski

We review recentcomplexity resultsfor approximatingfixedpointsof contractive,nonexpanding,andexpanding
functionsthatsatisfyaLipschitzconditionwith respectto thesecondandinfinity norms.

New, bisection-envelopealgorithmsarepresentedfor the caseof bivariatefunctionsthat arenonexpanding
with respectto the infinity norm. Theupperboundson thenumberof functionevaluationsto computeε-residual
approximationsareO

���
log

�
1� ε ��� 2 � . We believe that theseboundscanbe improved to O

�
log

�
1� ε ��� . In the d-

dimensionalcaseweconjecturethattheupperboundsareO
���

log
�
1� ε ��� p � , where1 � p � d.

Complexityandcomplexitiesof MonteCarlo algorithmsfor theBurgers
equation

Nikolai Simonov

We considerone-dimensionalBurgersequation

ut � uux � νuxx � f

andsupposethat thesourcefunction f is not equalto zero.To solve theinitial problemu
�
x � 0�4� u0

�
x� we apply

theMonteCarlomethodbasedonsimulationof dynamicsof a cloudof interactingparticles.To take into account
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the source term, we recalculate the weights of all the particles at every time step. The rate of convergence of such
a procedure does not differ from that in the casef � 0. Let ε be the desired error threshold. Hence, the number
of particles has to be taken proportional toε � 2 andK, number of time steps, proportional toε � 2 too. So, the
computational cost of this Monte Carlo algorithm, which is equal toO

�
NlnNK � , is proportional toε � 4 ln

�
ε ��� 1.

The situation radically changes whenf is considered to be a random field. Implementation of spectral model
representation forf into the algorithm leads to the need ofO

�
N
�
lnN � M � K � arithmetic operations,M being the

number of terms in the representation off . It means that the computational cost of the Monte Carlo algorithm
essentially depends on the spectral properties of the random source function.

On the construction of quasi-Monte Carlo algorithms that achieve strong
QMC Tractability

Ian H. Sloan

It is by now well known that for the class of quasi-Monte Carlo (or QMC) algorithms, numerical integration
over thed-dimensional unit cube is intractable in the (unweighted) Sobolev space of functions whose mixed first
derivatives are square integrable . That is to say, the minimal numbern of quadrature points in rules of the form

Qn $ d f � 1
n

n

∑
j � 1

f
�
t j �5� t j #�� 0 � 17 d � j � 1 �������J� n �

that are needed to reduce the initial worst-case error for functions in the unit ball by a factor ofε � 0 isnot bounded
by a polynomial inε � 1 andd � Indeed, the minimal number of quadrature points grows exponentially wi thd �

Recently it has been shown by Sloan and Wozniakowski that the story is quite different for ‘weighted’ Sobolev
spaces in which the successive coordinate directions have ‘weights’γ j � j � 1 ��������� d � with

γ1 / γ2 /K%�%�%'/ γd /L%�%�%M� 0 �
provided that

∞

∑
j � 1

γ j " ∞ �
If this condition is satisfied then the integration problem becomes ‘strongly QMC tractable’ (i.e. the minimal value
of n is bounded independently ofd), and indeed there exist QMC rules for which the minimal number of quadrature
points is bounded abo ve byC � ε2 �

The original proof of Sloan and Wozniakowski was completely non-constructive, but a more recent proof
shows that this bound (indeed, even the better boundC � ε1 � δ for arbitraryδ � 0) can be achieved (ifn is prime)
by sequences o f rulesQn $ d from the smaller class of ‘shifted lattice rules’. However, a complete search is still
infeasible for larged � because the number of lattice rules with fixedn grows exponentially ind �

Current work, jointly with F. Kuo and S. Joe, has made feasible the task of computing shifted lattice rules
which achieve strong QMC tractability, by showing that good shifted lattice rules can be constructed by adding
one component at a time, while all existing components are held unchanged.

The talk will outline all these ideas, up to the algorithm for computing good shifted lattice rules one component
at a time.

Adaptive approach to the discretization of inverse problems

Sergei G. Solodky

We construct effective algorithms for solving inverse problems, that can be written in the form of operator equation
of the first kind with a compact linear operator. These algorithms consist in the combination of our new projection
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scheme,Morozov discrepancy principleandsomeregularizationmethods(namely, iteratedTikhonov andLandwe-
bermethods).Our projectionschemeusestheideaof hyperboliccrossandadaptiveapproachto discretization.It
is shown theadvantageof proposedalgorithmsin comparisonwith standardmethods.

Quasi-MonteCarlo for Yield Optimizationin Circuit Design

ShuTezuka

In this talk, I will discussan applicationof Quasi-MonteCalro methodsto yield optimizationin digital circuit
design.First,I overview MonteCarlosimulationin thedesigncenteringmethodfor computingtheoreticalyieldsof
digital circuits.I show thattheyield canbewrittenasmulti-dimensionalintegrationwith Gaussianweights,where
theintegrandis anindicatorfunction. Then,I applygeneralizedFauresequencesto a 17-dimensionalintegration
problemassociatedwith small sizeof flip-flop superconductive circuits, andshow successfulnumericalresults.
Finally, someresearchissuesarediscussed.

Discrepancytheoryandpair correlations

Robert F. Tichy

In thefirst partof thelectureasurvey on recentdevelopmentsof discrepancy theoryis given.R. Baker’s improve-
mentof Roth’s lower boundis discussed.Furthermore,applicationsof low discrepancy sequencesto numerical
integrationarementionedandvariousmethodsfor theconstructionof low discrepancy sequencesarepresented.
In particular, an improvementof Atanassov on the discrepancy of Hammersley sequencesis mentionedandthe
constructionof digital

�
t � m� s� -netsis sketched.

In thesecondpartof thetalk severalmetricandprobabilisticdiscrepancy boundsarepresented.Startingfrom
classicalresultssomevery recentcontributionsto the discrepancy of pair correlationsarediscussed(joint work
with I. BerkesandW. Philipp). In particularuniform errorboundsareprovedin thesituationwhenthe random
variablessatisfyanErdősgapcondition.In thecaseof independentrandomvariablestheboundsaresharp.

Oracleinequalitiesfor inverseproblems

AlexandreTsybakov
joint work with L.Cavalier, Y.Golubev, and D.Picard

We considera sequencespacemodelof statisticallinearinverseproblemswhereweneedto estimatea function f
from indirectnoisy

observations.Let afinite setΛ of linearestimatorsbegiven.Ouraimis to mimic theestimatorin Λ thathasthe
smallestrisk onthetrue f . Undergeneralconditions,weshow thatthiscanbeachievedby simpleminimizationof
unbiasedriskestimator, providedthesingularvaluesof theoperatorof theinverseproblemdecreaseasapowerlaw.
Themainresultis a nonasymptoticoracleinequalitythatis shown to beasymptoticallyexact.This inequalitycan
bealsousedto obtainsharpminimaxadaptive results.In particular, we applyit to show thatminimaxadaptation
on ellipsoidsin multivariateanisotropiccaseis realizedby minimizationof unbiasedrisk estimatorwithout any
lossof efficiency with respectto optimalnon-adaptiveprocedures.
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On WeightedApproximation over UnboundedDomain

G. W. Wasilkowski

In this talk we will presentrecentresultsconcerningthe complexity of weightedapproximationandweighted
integrationover Rd. We will discussboth the worst caseandthe averagecasesettings. In particular, we will
presentsharpcomplexity boundsandalmostoptimal algorithmsfor the approximationproblemin the average
casesettingwheretheweight functionhasa tensorrpoductnormandtheprobabilitymeasureis eitherisotropic
or tensorproduct(e.g.,r-fold Wiener)measure.This talk is a continuationof talksby LeszekPlaskotaandKlaus
Ritterwhereaveragecasecomplexity resultswerepresentedfor theunivariatecase.

How doestractability of multivariate integrationdependon norm and
periodicity?

Henryk Woźniakowski
joint work with Ian H. Sloan

We studystrongtractability andtractability of multivariateintegrationfor deterministicalgorithmsin the worst
casesettingand for the classicalMonte Carlo algorithm in the randomizedsetting. This problemis consid-
eredin weightedtensorproductreproducingkernel Hilbert spaces.We analyzethreevariantsof the classical
Sobolev spaceboth for the non-periodicandperiodiccases.We obtainnecessaryandsufficient conditionson
strongtractabilityandtractabilityin termsof theweightsof thespaces.

For the threeSobolev spaces,theconditionson theMonteCarlo strongtractabilityandtractabilityaremore
lenientthanfor deterministicalgorithms.For generalreproducingkernelHilbert spaces,theoppositemayhappen
aswell.

For thethreeSobolev spacesperiodicityhasnosignificanteffectonstrongtractabilityandtractabilityof deter-
ministicalgorithms,whereasfor MonteCarloit does.For generalreproducingkernelHilbert spaces,anythingcan
happen:wemayhavestrongtractabilityor tractabilityfor thenon-periodiccaseandintractabilityfor theperiodic
one,or viceversa.
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