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The seminarwas attendedby 36 scientistsfrom 12 countries. It was devotedto the compleity of a rangeof
importantproblemsandefficientalgorithmsfor solvingthem. Amongthoseproblemswverenumericalintegration
andapproximationsolvingintegral andoperatorequationssolving partial differentialandstochastidifferential
equationspptimization. Sincethe compleity of problemsdepend®n the dimensionalityof the underlyingclass
of functions,over 20 talks (out of the total of 32) discussednultivariate problemsand the dependencef the
compleity onthenumberd of variables.

Integrationof functionsof very mary variablesis of greatpracticalinterestin a wide rangeof applications
including statisticalmechanicschemistry physicsand mathematicafinance. Althoughit hasbeenstudiedfor a
long time, the classicalnumericalresultsprovide eithervery negative resultsof exponentialdependencend or
insufficient information of the dependencen d. Sincein the problemsmentionedabove, the value of d could
easily be in thousandsmillions, or sometimesequalto infinity, the dependencen the dimensionis of great
importance.Sometimesit is even moreimportantthanthe dependencen the errordemand. Not surprisingly
14 talks presentechew resultson high-dimensionaintegrationandwe will concentrateon someof themhere.
Therewasa numberof resultsdealingwith constructiorand/orpropertiesof low discrepang pointsaswell asof
(Quasi-)Monte Carlomethods.The modelof quantumcomputatiorandits power for numericalintegrationwas
presentedApplicationsto specificfinanceproblemswerediscussedaswell ascompleity andoptimal methods
for integratingsingularfunctionsor functionsover unboundediomains.Monte Carlo and/orQuasi-MonteCarlo
methodswere also discussedn the context of otherthanintegration problemsincluding differential equations
andcomputenision. In particular an optimalrandomizednethodwasproposedo solve integral equationswith
singularkernel.

In additionto presentationgyne afternoonwas devotedto the OpenProblemsSessiorwherea seriesof new
importantresearctproblemshasbeenproposed.

We very muchprofitedfrom the excellentworking andliving conditionsduringthe seminarandwould like to
expressour thanksto the staf of SchlossDagstuhlaswell asto the office in Saarbiickenfor their efficiengy in
organizingandhandlingour meeting.

S.Heinrich,S.Perarerzey, J. Traub,andG. Wasilkowski



Abtracts in alphabetical order by spealer’s surname:

Probabilistic Analysis of Interior Point Methodsfor Linear Programming
Karl Heinz Borgwardt
joint work with PetraHuhn 4

Impossibility of Exponential ConvergenceRate for Optimization on the Wiener Space
Jim Calvin 4

Spherical Product Algorithms and the Integration of SmoothFunctionswith One Singular Point
RonaldCools
joint work with Erich Novak 5

Complexity of Financial Problems
FranciscaCurbera 5

Complexity resultsfor systemidentification with random noise
AlexanderGoldenshluger 5

Optimality in Simulation for BalanceEquations: Discretevs Continuous Problems
Nina Golyandina 6

Monte Carlo Approximation of Weakly Singular Operators
SteanHeinrich 6

Approximation of stochasticdiffer ential equationswith linear functionals
NorbertHofmann 6

Application To Higher DimensionalProblemsfor (t,m,s)-netsand Scrambled(t,m,s)-nets.
HeeSunReginaHong
joint work with PeterMathé 7

Strictly Deterministic Samplingin Computer Graphics
AlexanderKeller 7

A General Approachto Infer enceand Optimality
Mark A. Kon 7

Numerical Analysis of Runge-Kutta Quasi-Monte Carlo Methods
ChristianL écot 8

Polynomials of boundedtr ee-width
KlausMeer
joint work with J.A. Makowsky 8

On the representationof band-limited signalsusing finitely many bits
H. N. Mhaskar 8

Uniform Approximation of SDE’s
ThomasMuellerGronbach 9

Quantum Complexity of Integration
Erich Novak 9

The Brownian bridge doesnot offer a consistentadvantagein quasi-Monte Carlo integration
AnargyrosPapageagiou 10



On the Information Complexity of severely ill-posed problems
SegeiPeraerzes andEberhardschock

Asymptotically minimal Smolyakintegration and computational aspectan Smolyak’s method
Knut Petras

A Note on the Discrepancyof Digital Netswith Fixed Quality Parameter
Fritz Pillichshammer
joint work with Gerhard_archer

Averagecasecomplexity of weightedapproximation on [0, +co)
LeszekPlaslota

AverageCaseComplexity of WeightedIntegration and Approximation over R
KlausRitter
joint work with LeszekPlaslotaandGreg Wasilkowski

Wavelet Approximation for Integral Equations
ReinholdSchneider

Bisection-EnvelopeAlgorithms for Multi variate Fixed Points
S.ShellmanK. Sikorski

Complexity and complexitiesof Monte Carlo algorithms for the Burgersequation
Nikolai Simono

On the construction of quasi-Monte Carlo algorithms that achieve strong QMC Tractability
lanH. Sloan

Adaptive approachto the discretization of inverseproblems
SegeiG. Solodky

Quasi-Monte Carlo for Yield Optimization in Cir cuit Design
ShuTezuka

Discrepancytheory and pair correlations
RobertF. Tichy

Oracle inequalitiesfor inverseproblems
AlexandreTsybalov
joint work with L.Cavalier, Y.Golubey, andD.Picard

On Weighted Approximation over Unbounded Domain
G. W. Wasilkowski

How doestractability of multivariate integration dependon norm and periodicity?
HenrykWozniakowski
joint work with lan H. Sloan

10

10

11

11

11

12

12

12

13

13

14

14

14

15

15



Abstracts of Talks

(in alphabetical order by spealer’'s surname)

ProbabilisticAnalysisof Interior Point Methodsfor Linear Programming

Karl Heinz Borgwardt
joint work with Petra Huhn

It is our aim to make a fair comparisorof the Simplex Methodand Interior Point Methodson the basisof their
averagecasebehaior in the solution of Linear Programmingproblemspossible. Thereforewe usethe same
stochastienodel(the RotationSymmetryModel) for the averagecaseanalysisof both solutionmethods.

Interior PointMethodsrun in threePhasesIn Phasd it is the aim to getcloseto the analyticcenterof the
feasibleregion. In Phasdla we performaniterationprocesswhich reduceghe distanceto the optimumat least
with linear corvergence.And in Phasdlb onestartsa searchor a closebyvertex from thelastiterationpoint of
Phasdla.

We demonstrat¢hat for worst-caseandfor average-casbehaior the following geometricfiguresdetermine
thenumberof iterations:

1. Themaximaldistanceof avertex to theorigin (themaximalvertex norm)is thecrucialmeasurdor theeffort
in Phasd.

2. The differenceof the objectie valuesat the bestand the secondbestvertex determinesghe numberof
iterationsrequiredin Phasdla.

In worstcasepolynomiality-proofshesetwo figurescanonly be boundedy useof the encodingengthL of the
problem.And this is the reasorwhy worst caseboundscontainthis extremelyhigh factorandthat polynomiality
but not strongpolynomiality canbe shown.

In the averagecaseanalysiswe calculatethe distribution functionsof the two geometricfiguresmentioned
above. And this canbe- via the evaluationof integral formulas- usedto achieze boundson the expectednumber
of iterationsfor all Phases.Our resultof that stochasticanalysisleadsto a proof that the expectednumberof
iterationsfor thewhole methodis notonly polynomialin theencodingengthbut alsostrongly polynomial in the
dimensionf the problem.

Impossibilityof Exponential CorvergenceRatefor Optimizationon the
Wiener Space
Jim Calvin

It is possibleto approximatehe minimumof a unimodalfunctiononaninterval with theworstcaseerrorcorverg-
ing to zeroatanexponentiakate(for example,usingthe Fibonaccisearchalgorithm). Without strongassumptions
suchasunimodality no suchworstcaseboundis available.

In a stochasticsettingwe canobtainprobabilisticboundsfor large classef functions. Let P be the Wiener
measureandchoosea sequencef numbersc, | O arbitrarily slowly. Thenthereexistsanalgorithmsuchthat

P(An < exp(—can)) — 1,
wherel, is theapproximatiorerroraftern obsenations.The purposeof this talk is to shav that
P(An < exp(—cn)) — 0

for any algorithmandary ¢ > O.



SphericalProductAlgorithms and the Integration of SmoothFunctions with
One Singular Point

Ronald Cools
joint work with Erich Novak

We considerthe problemof numericalintegrationfor multivariatefunctionswith respecto a radial symmetric
weight. We prove that suitablesphericalproductalgorithmshave the optimal rate of corvergencen=/d for CK-
functions.We alsostudyclasse®f integrandswith asingularitythatareC* outsidetheorigin. Standaralgorithms
have a high costfor suchfunctions,becauséahey requirethatthe functionis smootheverywhere.We construct
suitably modified sphericalproductalgorithmswith optimal rate of convergencen—%/9 alsoin this case. In the
compacitasewe canusemodifiedsphericaproductGaussormulaswith a nonalgebraidegreeof precision.

It is availableasReportTW 308,Dept. ComputerScienceK.U.Leuven,July 2000.

URL: http://www.cs.kuleuen.ac.be/puicaties/rapprten/tw/TW38.abs.tml

Complexityof Financial Problems

FranciscoCurbera

Thecompleity of quasi-MonteCarloalgorithmsandthebehaior of thesealgorithmsfor problemswith very high
dimensionalityhave attractedmuchattentionin recentyears. Several resultshave beenobtainedwhich provide
necessarynd sufficient conditionsfor the tractability and strongtractability of quasi-MonteCarlo algorithms.
Someof the mostchallengingapplicationsof quasi-MonteCarlo algorithmsoccurin the field of mathematical
finance.In thistalk we shav thattherearefundamentaproblemghatpreventtheapplicationof mostupperbounds
andtractability resultsto financial problems. We begin shawving that the Koksma-Hlavka inequality cannotbe
appliedto mostfinancialproblemsandproposea modifiedinequalitythatdoesapplyto theseproblems Next we
review the applicationof weightedtensomproduct(WTP) spaceechniquego financialproblemsandidentify two
majordifficulties. First, thelack of smoothnessf mostintegrandgypically foundin financeputstheseintegrands
outsidethe scopeof WTP spaceechniquesye shav, however, thatthis lack of smoothnesss of avery particular
kind, which may lend itself to moretargetedapproachesSecond gven whensmoothintegrandsareconsidered,
thediscretizatiortechniquesommonlyusedby practitionersyield problemswhosetractability cannotbe proven
usingWTP techniquesHowever, we shav examplesof smoothfinancialintegrandswhichyield stronglytractable
integrationproblemswhenthe Karhunen-L&wve expansionis usedinsteadof the standarddiscretizatiorscheme.
We concludeby presentingiumericalresultsof the computatiorof theweighteddiscrepang for high dimensions
(100)andlargesamplesizes(100000).

Complexityresultsfor systemdentificationwith randomnoise

Alexander Goldenshluger

We considerestimatingimpulseresponsesequencef a stablelinear time-invariantsystemunderstochasticas-
sumptions.We adopta nonparametrieninimax approachfor measuringestimationaccurag. The quality of an
estimatolis measuredby otsworstcaseerrorover afamily of impulseresponsesThefamilieswith polynomially
andexponentiallydecayingmpulseresponseareconsideredWe establismonasymptotiecipperboundson accu-
ragy of theleastsquare®stimator Lower boundson estimationaccurag arederived. An adaptve estimatorthat
doesnot exploit ary a priori informationaboutthe’true’ systemis developed.



Optimality in Simulation for Balance Equations: Discrete vs Continuous
Problems

Nina Golyandina

We study the Monte Carlo solution of the balance differential equatjgfdt = G(Lx) in measures on the space

of probability measures given on the compact Polish sjpac&s examples of the balance equation, we consider

the nonlinear Boltzmann-like equation and the linear balance equation. We say that the sequence of jump Markov
processe§(t) solves the balance equatiorGt(En(t)) — W(k (W) asn — oo for any smooth functional. The

theory of semigroups allows to find conditions for the convergence, its rate and the form of approximation errors
(Golyandina and Nekrutkin 1999).

The main result on convergence rate is the following: under natural conditions, errors can be represented as
ci(P,t)/n+ ca(y,t)/n+0(1/n), where the first term is caused by the errors in initial data, the second term is
caused by the errors due to process simulation, and coefficients can be written down in a way explicitly. The term
c1(Y,t) can be reduced to 0 by stratification of the initial distribution (Golyandina and Nekrutkin 2000). In the case
of the discrete phase sBt= {1,...,k} the process with minimad,(y,t) can be constructed. In the continuous
case the optimal process formally exists but is not realizable from the simulation viewpoint. That is why we

n
should consider Markov jump procesggst) in the formén(t) = ¥ &)/, that is,n-particle processes. The
i=1

simple examples demonstrate an appreciable advantage of the optimal estimator in comparisomvitirtible
estimator.

Using the class of-particle processes (they are realizable though non-optimal) we can construct new algo-
rithms and compare algorithms on their complexity. In particular, we prove that for the Boltzmann-like equations
algorithms with binary collisions have advantage. In the same manner, we can obtain advantage in complexity for
the linear equations with the help of introducing artificial collisions.

Monte Carlo Approximation of Weakly Singular Operators

Stefan Heinrich

We study the complexity of solving the integral equation
us) - [ Kisyubdt=1(s),
G

whereG C RY by randomized (Monte Carlo) methods. We are interested in approximations of the salatian
submanifoldG; C G of dimensiond; < d. The kernel is supposed to be of weakly singular type

for someo,0 < 0 < d, andk € C"%(G?), f € C(G). Previous results for the smooth case: 0 are reviewed. Then
a new result is stated for the case>- 0 matching upper and lower bounds (up to log-factors).

Approximation of stochastic differential equations with linear functionals
Norbert Hofmann

The talk is concerned with pathwise approximation of scalar stochastic differential equations with respect to the
global error in thely-norm. We study methods that are based on sequentially chosen linear functionals of the
driving Brownian motiorWW. The minimal error in the class of arbitrary methods that are basedfonctional



evaluations on the average tends to zerodike- n—1/2, wherecis the average of the diffusion coefficient in space
and time. For comparison we consider the class of methods thatdiserete observations §¥ on the average.
The minimal error in this class behaves lig,/6- n—1/2, Hence methods with linear functionals yield only a small
improvement on the level of asymptotic constants.

Application To Higher Dimensional Problems foft,m,s)-nets and
Scrambled(t, m,s)-nets.

Hee Sun Regina Hong
joint work with Peter Math &

Monte Carlo methods are widely used in multidimensional integration. Quasi-Monte Carlo methods improve the
accuracy of Monte Carlo methods by choosing a low-discrepancy set sucft,as §-net or a(t,s)-sequence.
Scrambled nets were proposed by Art Owen as a hybrid of Monte Carlo method and a quasi-Monte Carlo method
which achieve the superior accuracy of the quasi-Monte Carlo method while allowing the simple error estimation
of Monte Carlo method.

We tested on higher dimensional problem with different covariance structures and different difficulty of prob-
lems with(t, m,s)-nets with their scrambled nets as well as a Monte-Carlo method. Here, we implemented scram-
bled digital net as simple matrices multiplication which is a variation of Art Owen’s scrambling but as general as
his.

Quasi-Monte Carlo methods perform well for moderately high dimension but their performance getting worse
as dimension getting higher, however scrambled nets perform well in overall dimensions.

Strictly Deterministic Sampling in Computer Graphics
Alexander Keller

We introduce two new techniques for parallel image synthesis. Exploiting the struct{i@@of2)-nets in base 2

and efficient computation schemes for these nets, we introduce the interleaved method of dependent tests and de-
pendent splitting. Both techniques are realizedibterministidow discrepancy samples that allow for an efficient
parallelization on heterogenous computer architectures providing a superior performance without the standard cor-
relation problems of parallel pseudo-random number generation. The techniques are implemented in an industrial
renderer.

A General Approach to Inference and Optimality

Mark A. Kon

Continuous complexity theory is a way of quantifying the amount of work done to solve problems. As a result,
different algorithms can be compared and notions of optimal algorithms can be studied and developed. At this point
there are a large number of modeling techniques which study the ill-posed problem of extrapolating futiglions

from partial informationN f = (L, f,...,L,f), but which do not have any means of normative comparison of the
complexities of the algorithms involved. Many of these technologies find their way into the field of data mining,
and include statistical learning theory, neural network theory, computational learning theory, regularization theory,
regression, maximum entropy, V-C theory, and decision tree theory. A goal of the present work is to identify
potential issues and techniques in adapting current complexity theory to the comparative study of complexities of
the various algorithms and strategies mentioned here. The final goal is a normative index of function extrapolation



methodsaccordingo theircommonlymeasureaptimality properties An importantbasisfor thecomparisorand
contrastof extrapolatorymethodologiesnvolvesthe teasingout of their a priori anda posterioriassumptions.
Someof theseareexaminedin a few of the abose methodologiesandthe following theoremis proved, relating
thecompleity theoryof regularizationmethodsandaveragecasecompleity underGaussiamimeasures.

Theorem: The e-compleity of the regularizationapproachfor ary problemwith regularizationfunctional
[|Af]|? (underbasicBayesianassumptions)s equalto the e-complexity of the averagecasesetting,assuminga
Gaussiameasuravith covarianceoperatorA=2.

Thistheoremgivessomedefinitionto e-complexity in theregularizationapproachandleadsto the following

Conclusion:Compleities areindependentf thechoiceof specifica priori assumptions regularizationprob-
lems. All thatis necessarys the regularizationassumptiorthat” ||Af|| shouldbe small”; compleities consistent
with this assumptiortanbe computedrom the averagecasesettingin information-basedompleity theory

Numerical Analysisof Runge-Kutta Quasi-MonteCarlo Methods

Christian Lécot

We areinterestedn thenumericakolutionof asystenof differentialequationy/ (t) = f(t,y(t)) whenf isirregular
or mayvary rapidlyin t. We describeafamily of numericalschemesvhichis akinto the Runge-Kuttafamily. The
schemesisequasi-MonteCarlo estimate®f integrals. We focuson third orderschemesvith threestages.They

uselow-discrepang pointsetsin dimensiorthree.An errorboundis shavn, whichinvolvesthe powerthreeof the
stepsizeaswell asthe discrepang of the point setusedfor the quasi-MonteCarlo approximations.The results
of numericalexperimentsaredescribed Theinfluenceof thevariationof f onthe convergenceof the schemess

studied. It is shawvn thatthe performancesf the RungeKutta methoddegradewhen f variesrapidly in t. The
performancesf the RungeKuttaMonte Carloor quasi-MonteCarlo methodsarenot sodependentn the rate of

variation.In additionRungeKuttaquasi-MonteCarlo methodoutperformRungeKuttaMonte Carlomethods.

Polynomialsof boundedtree-width

Klaus Meer
joint work with J.A. Mak owsky

We study subclassesf computationallyhard problemsin the framework of algebraiccompleity theory (BSS
modelof computation). Thesesubclasseare definedby meansof a generalizatiorof the tree-widthparameter
well known in graphtheory We redefinethis parametewv.r.t. meta-finitestructureginsteadof graphs)including
algebraidssuesandshow: Propertiesxpressiblan existentialMSO logic (alogic to be defined)over meta-finite
structure®f boundedree-widthcanbedecidedesp.computedn lineartimew.r.t. theBSSmodelof computation.

The resultsapply to problemslik e solvability of polynomialequationsover finite fields, computationof the
permanenbf arealsquarenatrix or optimizationof anLP problem.

On the representatiorof band-limitedsignalsusing finitely many bits

H. N. Mhaskar

Let K be acompactsubsebf a metricspaceX. For anintegern > 1, ann-bit encodelis a mappingfrom K into
{0,1}", andn-bit decodeis amappingfrom {0,1}" into X. For e > 0, let

Le(K,X) :=min{n : thereexist n-bit encodelE anddecodeD suchthat supd(f,D(E(f))) < €}.
fek



Let T,A € (0,%), and B, be the setof all entirefunctions f suchthat |f(z)| < exp(—t|z) for all z€ C. Let
o >maxA,1),1< p< o, andX bethespaceof all functionsg suchthat,with w(x) := exp(—|x|*/2), wge LP(R),
equippedvith thenorm |g|| := ||wg||p. We show that

1 (log(1/¢))?
(1/N—1/a) loglog(1/¢)

We give explicit constructiongor the asymptoticallyoptimalencoderanddecodersbasedn finitely mary sam-
plesof thetargetfunction. Thenumbermf sampless atmosta constantultiple of theoptimalnumbeitheoretically
necessanff thesamplingnodesareequidistantvith separatiori/o, thereconstructiorerroris O(c=%") for some
y > 0. Thedecodersrepolynomialshaving anasymptoticallyoptimaldegree.

Le(Brp, X) = 5 (1+0(2)).

Uniform Approximation of SDE’s

ThomasMueller-Gronbach

We analyzenumericalmethodsfor the pathwiseapproximationof a systemof stochastidifferentialequations.
As a measureof performancewne considerthe g-th meanof the maximumdistancebetweenthe solution and
its approximationon the whole unit interval. We introducean adaptve discretizationthat takes into account
the local smoothnes®f every trajectoryof the solution. The resultingadaptve Euler approximationperforms
asymptoticallyoptimalin the classof all numericalmethodghatarebasedon a finite numberof obsenationsof

thedriving Brownianmotion

Quantum Complexityof Integration

Erich Novak

Sofarit is known that quantumcomputersyield a speed-ugdor certaindiscrete problems. We want to know
whetherquantumcomputersareusefulfor continuougproblems.

We studythe computatiorof theintegral of functionsfrom the classicaHolder classewith d variables.The
optimal ordersfor the compleity of deterministicand(general)randomizednethodsareknown. We obtainthe
respectie optimal ordersfor quantumalgorithmsandalsofor restrictedMonte Carlo methods(wherewe allow
only cointossinginsteadof generarandomnumbers).

For the classesidk’“ on [0,1]4 we puty = (k+ a)/d. Theknown optimal ordersfor the complexity of deter
ministicand(generalyandomizednethodsare

compF?, e) < e~/

and
Comdandon‘(Fg,G ,€) < e—2/(1+2y)

For aquantumcomputemwe prove
compiian Flo% g) < g~1/(+Y)

and
comga(F% g) < Ce~ /() (loge= )X (1Y),

For restrictedMlonte Carlowe prove
Comﬁ:Oin(Fclj(’u,S) < Ce—2/(1+2y) (|Og€—1)1/(1+2y)‘

To summarizeheresultsonecansaythat



e there is a (roughly) quadratic speed-up of quantum algorithms over randomized classical methads, if
small;

e there is an exponential speed-up of quantum algorithms over deterministic (classical) algorithrniss, if
small.

URL of the paper: http://xxx.lanl.gov/abs/quant-ph/0008124.

The Brownian bridge does not offer a consistent advantage in quasi-Monte
Carlo integration

Anargyros Papageorgiou

The Brownian bridge has been suggested as an effective method for reducing the quasi-Monte Carlo error for
problems in finance. We give an example of a digital option where the Brownian bridge performs worse than the
standard discretization. Hence, the Brownian bridge does not offer a consistent advantage in quasi-Monte Carlo
integration. We consider integrals of functionsdofariables with Gaussian weights such as the ones encountered

in the valuation of financial derivatives and in risk management. Under weak assumptions on the class of functions,
we study quasi-Monte Carlo methods that are based on different covariance matrix decompositions. We show that
different covariance matrix decompositions lead to the same worst case quasi-Monte Carlo error and are, therefore,
equivalent.

On the Information Complexity of severely ill-posed problems

Sergei Pereverzev and Eberhard Schock

We study the information complexity of so-called severely ill-posed equations with infinitely smoothing operators
but with a solution having only a finite smoothngssWe note that for moderately ill-posed problems when the
smoothness of the operator is also finite one can not keep the value of the conséamntthe best possible order

of accuracy for allp > 0 without knowledge of the value qf because of the uncertain principfg: > ¢, where

¢ does not depend om and p. For severely ill-posed problems the information about the exact valpehot

so important because the combination of Morozov’s discrepancy principle and a finite dimensional version of the
ordinary Tikhonov regularization is order-optimal for apy> O (It is well-known that for moderately ill-posed
problems such a combination has the saturation property).

Asymptotically minimal Smolyak integration and computational aspects in
Smolyak’s method

Knut Petras

Smolyak’s algorithm has proved to be successful for many tensor product problems. In the first part of this talk,
it is shown how to obtain Smolyak methods with asymptotically minimal number of nodes for a given degree of
polynomial exactness.

The second part of the talk is devoted to the calculation of the coefficients of Smolyak cubature rules for
increasing dimensiod. Taking the hitherto used formula and symmetries, it is demonstrated that almost all
computation time is used for coefficient calculation. Using the principle ‘divide and conquer’ this calculation time
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reducego at mosta small constanfactortimesthetime for the whole algorithms.If we useall symmetriesthe
contribution of coeficient calculationto the computatiortime for the wholealgorithmasymptoticallyvanishes.

A Noteon the Discrepancyof Digital Netswith Fixed Quality Parameter

Fritz Pillichshammer
joint work with Gerhard Lar cher

Oneof the mostpowerful conceptfor the constructionof low- discrepang point setsin the s-dimensionalunit
cubeis the conceptof digital (t, m,s)-netsin baseb. (Thisis a specialsubconcepof the conceptof (t,m,s)-nets
in baseb introducedby Niederreiter) The discrepang of digital netscanbe estimatedy the discrepang bounds
givenfor arbitrary(t,m, s)-netsin baseb (seefor exampleNiederreiter) Most of thesediscrepang estimate®nly
usethe information given by the quality parametet of the net. The aim of my talk is to point out, that there
are, sometimesconsiderabledifferencesn the discrepang of differentdigital (t,m,s)-netswith fixed quality
parametet. To supportthis claim two examplesin the two-dimensionatasearegiven. The first exampledeals
with the L,-discrepang of symmetrizedligital (0,m,2)-netsin base2 andthe secondexampleis concernedvith
the x-discrepang of digital (0,m,2)-netsin base2.

Averagecasecomplexityof weightedappraximation on [0, +)
LeszekPlaskota

We studythe averagecasecompleity of weightedapproximatiorof GaussiarstochastigprocesseX definedon
the half-line [0,) whoserth derivativessatisfythe Holder conditionwith exponentf in the meansquaresense,
suchasther-fold integratedfractionalBrownianmotionwith parametef. Any approximatiorusesonly samples
of X atfinitely mary points. Theerrorof anapproximationqX is givenas./IE [y (X(t) — AX(t))2p?(t) dt, where
p isaweightfunction. We show thatif p is monotonicaII)deCIeasingand||p1/V||L1(07oo) < cowherey=r+p+1/2,

thenthe complexity is proportionalto (||p1/\/||\(1(0 w)/€) 1/(+B). We alsogive complexity formulasin casesvhere

the correspondingntegralis infinite. In particular if p(t) <t~PIn~9, p,q > 0, thenthe compleity is infinite for
p < v, proportionalo e=%/("+B) for p >y, andfor p = y we have

+00 q<1/2

e—1/(a-1/2) 1/2<q<y
comi(e) = eV IV (el q=y

e~ 1/(r+B) g>y

Examplesshav thatthe monotonicityassumptions crucial.

AverageCaseComplexityof Weightedintegration and Approximation over
R+
Klaus Ritter

joint work with LeszekPlaskota and GregWasilkowski

We studyweightedintegrationandLz-approximatiorfor zeromeanGaussiarprocesse¥(t), t € [0, [, basedon
obsenationsof X at suitablychosenknotsty,...,t,. We analyzethe e-compleity, i.e., the minimal numberof
obsenationsneededo achieve anaverageerroratmoste. Resultancludenecessargndsufficient conditionsfor
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¢ thecompleity to befinite,
¢ thecompleity to beof thesameorderasin theclassicatompactase.

Our resultsare valid on classeof processeshat are definedby secondorder properties. Examplesinclude
r-fold integratedfractionalBrownian motions,Sacks-YlIvisakr processesandstationaryprocessesvith spectral
densitiesof prescribediecay For approximationye provide construction®f orderoptimalmethods For integra-
tion, we oftenrely on nonconstructie proofsof theupperbounds.

WaweletApproximation for Integral Equations

Reinhold Schneider

Boundaryintegral formulationsoffer an appropriatetool for the numericalsolution of certainboundaryvalue
problemsin engineering. A major dravback of this approachis the fact that the arising systemmatricesare
denselypopulatedwhich is limiting the discretizationof realistic 3D problemswith comple< geometry Like
panel-clusteringndmulti-pole expansionpiorthogonalvaveletbasesemedythis situationby approximatinghe
discreteschemen anefficientway. Multi-scalemethodsachiese this by approximatinghe systemmatrix relative
to a biorthogonalaveletbasisby a sparsematrix. We proposea fully discretizedGalerkinWavelet Methodsto
discretizedoundaryintegral equationdor staticor low frequeng problemswhichis basedn parametricsurface
representationAnotherimportantfeatureis that preconditionings is rathersimple dueto the additive Schwarz
decompositiorof functionswith respecto differentscales.We computea sparseapproximationof the system
matrix directly causingonly anerrorproportionalthe optimalerrorboundof the Galerkindiscretization This can
be donesuchthat the total numberof nonzeromatrix coeficientsincrease®nly linearly with the total number
of unknovnsN. In orderto computethe nonzeromatrix coeficientsdirectly, we apply an adaptve quadrature
method with thedesiredaccurag requiringtotally O(N) floating pointoperations.

Bisection-ErvelopeAlgorithms for Multivariate Fixed Points

S.Shellman,K. Sikorski

We review recentcomplexity resultsfor approximatingixed pointsof contractve, nonexpanding.andexpanding
functionsthatsatisfya Lipschitzconditionwith respecto thesecondandinfinity norms.

New, bisection-emelopealgorithmsare presentedor the caseof bivariatefunctionsthat are nonexpanding
with respecto theinfinity norm. The upperboundson the numberof function evaluationsto computee-residual
approximationsare O((log(1/€))?). We believe that theseboundscan be improvedto O(log(1/¢)). In the d-
dimensionatasewe conjecturehatthe upperboundsareO((log(1/¢))P), wherel < p< d.

Complexityand complexitiesof Monte Carlo algorithmsfor the Burgers
equation
Nikolai Simonov
We considemne-dimensionaBurgersequation
Ut + Ul = VUxx+ f
andsupposehatthe sourcefunction f is not equalto zero. To solve theinitial problemu(x,0) = up(x) we apply

the Monte Carlomethodbasedn simulationof dynamicsof a cloud of interactingparticles.To take into account
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the source term, we recalculate the weights of all the particles at every time step. The rate of convergence of such
a procedure does not differ from that in the cdse 0. Lete be the desired error threshold. Hence, the number
of particles has to be taken proportionalete? andK, number of time steps, proportional ¢62 too. So, the
computational cost of this Monte Carlo algorithm, which is equa¢dInNK), is proportional te=#In(g) 1.

The situation radically changes whéris considered to be a random field. Implementation of spectral model
representation fof into the algorithm leads to the need @fN(InN + M)K) arithmetic operationsyl being the
number of terms in the representationfof It means that the computational cost of the Monte Carlo algorithm
essentially depends on the spectral properties of the random source function.

On the construction of quasi-Monte Carlo algorithms that achieve strong
QMC Tractability

lan H. Sloan

It is by now well known that for the class of quasi-Monte Carlo (or QMC) algorithms, numerical integration
over thed-dimensional unit cube is intractable in the (unweighted) Sobolev space of functions whose mixed first
derivatives are square integrable . That is to say, the minimal numdfeyuadrature points in rules of the form

10 .
Qn,df:ﬁzf(t,-), tje[0,9, j=1,...,n,
j=1

that are needed to reduce the initial worst-case error for functions in the unit ball by a factefag not bounded

by a polynomial ire~* andd. Indeed, the minimal number of quadrature points grows exponentially i th
Recently it has been shown by Sloan and Wozniakowski that the story is quite different for ‘weighted’ Sobolev

spaces in which the successive coordinate directions have ‘weights= 1,...,d, with

Yi2VYe2>--2Yg > >0,

provided that
Z yj < 0.
=1

If this condition is satisfied then the integration problem becomes ‘strongly QMC tractable’ (i.e. the minimal value
of nis bounded independently dj, and indeed there exist QMC rules for which the minimal number of quadrature
points is bounded abo ve I6/€?.

The original proof of Sloan and Wozniakowski was completely non-constructive, but a more recent proof
shows that this bound (indeed, even the better b@yhd‘fS for arbitraryd > 0) can be achieved (if is prime)
by sequences o f rulel, 4 from the smaller class of ‘shifted lattice rules’. However, a complete search is still
infeasible for largel, because the number of lattice rules with fixxegrows exponentially irl.

Current work, jointly with F. Kuo and S. Joe, has made feasible the task of computing shifted lattice rules
which achieve strong QMC tractability, by showing that good shifted lattice rules can be constructed by adding
one component at a time, while all existing components are held unchanged.

The talk will outline all these ideas, up to the algorithm for computing good shifted lattice rules one component
at a time.

Adaptive approach to the discretization of inverse problems

Sergei G. Solodky

We construct effective algorithms for solving inverse problems, that can be written in the form of operator equation
of the first kind with a compact linear operator. These algorithms consist in the combination of our new projection
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schemeMorozov discrepang principleandsomeregularizatiormethodgnamely iteratedTikhonov andLandwe-
bermethods) Our projectionschemeausestheideaof hyperboliccrossandadaptve approactto discretization It
is shavn theadwantageof proposedalgorithmsin comparisorwith standardnethods.

Quasi-MonteCarlo for Yield Optimizationin Circuit Design
ShuTezuka

In this talk, | will discussan applicationof Quasi-MonteCalro methodsto yield optimizationin digital circuit
design.First,| overview MonteCarlosimulationin thedesigncenteringnethodfor computingheoreticayieldsof
digital circuits. | shaw thattheyield canbewritten asmulti-dimensionalntegrationwith Gaussianveights,where
theintegrandis anindicatorfunction. Then,| applygeneralizedrauresequence® a 17-dimensionaintegration
problemassociateavith small size of flip-flop superconductie circuits, andshov successfuhumericalresults.
Finally, someresearchssuesarediscussed.

Discrepancytheoryand pair correlations

Robert F. Tichy

In thefirst partof thelecturea survey on recentdevelopment®f discrepang theoryis given. R. Baker'simprove-
mentof Roth’s lower boundis discussed Furthermoreapplicationsof low discrepang sequenceto numerical
integrationarementionedandvariousmethoddgor the constructionof low discrepang sequenceare presented.
In particular animprovementof Atanasse on the discrepang of Hammerslg sequencess mentionedandthe
constructiorof digital (t,m,s)-netsis sketched.

In the secondpartof thetalk severalmetricandprobabilisticdiscrepang boundsarepresentedStartingfrom
classicalresultssomevery recentcontributionsto the discrepang of pair correlationsare discussedjoint work
with |. BerkesandW. Philipp). In particularuniform error boundsare provedin the situationwhenthe random
variablessatisfyan Erdésgapcondition.In the caseof independentandomvariableshe boundsaresharp.

Oracleinequalitiesfor inverseproblems

Alexandre Tsybakov
joint work with L.Cavalier, Y.Golubev, and D.Picard

We considera sequencspacemodelof statisticalinearinverseproblemswherewe needto estimatea function f
fromindirectnoisy

obsenrations.Let afinite setA of linearestimatordegiven. Ouraimis to mimic theestimatoiin A thathasthe
smallestisk onthetrue f. Undergeneratonditionswe shav thatthis canbeachiezedby simpleminimizationof
unbiasedisk estimatoyprovidedthesingularvaluesof theoperatoof theinverseproblemdecreasasapowerlaw.
Themainresultis anonasymptotioracleinequalitythatis shavn to be asymptoticallyexact. This inequalitycan
be alsousedto obtainsharpminimaxadaptve results.In particular we applyit to shov thatminimaxadaptation
on ellipsoidsin multivariateanisotropiccaseis realizedby minimizationof unbiasedisk estimatorwithout ary
lossof efficiency with respecto optimalnon-adaptie procedures.
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On WeightedApproximation over UnboundedDomain

G. W. Wasilkowski

In this talk we will presentrecentresultsconcerningthe compleity of weightedapproximationand weighted
integrationover RY. We will discussboth the worst caseandthe averagecasesettings. In particular we will
presentsharpcomple&ity boundsand almostoptimal algorithmsfor the approximationproblemin the average
casesettingwherethe weightfunction hasa tensorrpoductnorm andthe probability measurés eitherisotropic
or tensorproduct(e.g.,r-fold Wiener)measureThistalk is a continuationof talksby LeszekPlaslotaandKlaus
Ritter whereaveragecasecompleity resultswerepresentedor the univariatecase.

How doestractability of multivariate integration dependon norm and
periodicity?

Henryk Wozniakowski
joint work with lan H. Sloan

We study strongtractability and tractability of multivariateintegrationfor deterministicalgorithmsin the worst
casesettingand for the classicalMonte Carlo algorithmin the randomizedsetting. This problemis consid-
eredin weightedtensorproductreproducingkernel Hilbert spaces. We analyzethree variantsof the classical
Soboles spaceboth for the non-periodicand periodic cases. We obtain necessaryand sufficient conditionson
strongtractabilityandtractabilityin termsof the weightsof the spaces.

For the threeSoboler spacesthe conditionson the Monte Carlo strongtractability andtractability are more
lenientthanfor deterministicalgorithms.For generakeproducingernelHilbert spacesthe oppositemayhappen
aswell.

For thethreeSoboler spaceperiodicityhasno significanteffecton strongtractabilityandtractability of deter
ministic algorithms whereagor Monte Carloit does.For generakeproducingkernelHilbert spacesarnythingcan
happenwe mayhave strongtractability or tractabilityfor the non-periodiccaseandintractability for the periodic
one,or vice versa.
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