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tJEFF(New abstra
t) We study 
ardinality-
onstraint (CC) logi
 pro-grams [NSS99℄. A CC-logi
 program is body-normal if for every 
lause Cof P the body of C 
onsists of atoms and negated atoms, that is 
ardi-nality 
onstraints of the form 1fpg or fqg0. For a 
lass of programs Pwhose heads are not of the form X0, we prove that there is a body-normalprogram bn(P ) su
h that bn(P ) is in the same language as P and P andbn(P ) have the same stable models. If the heads of the form X0 are ad-mitted, then we show that in the language with just one additional atoma similar result 
an be a
hieved.1 Introdu
tionIn this paper we investigate the 
ardinality-
onstraint programs. Those arelogi
 programs that admit, besides of usual atoms, generalized atoms 
alled
ardinality-
onstraints atoms of the form kXl where X is a �nite set of propo-sitional atoms and k is a non-negative integers, k � jX j and l is an integeror 1 and k � l. This extension of logi
 programming has been implementedin the logi
-programming solver smodels, [NSS99, Syr01, SNS02℄. However theroots of 
ardinality-
onstraints are in both SAT and in Integer Programming
ommunities. It should be mentioned that 
ardinality-
onstraints are natu-rally represented as pseudo-boolean integer inequalities (i.e. integer inequalities1
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where admited solutions must take values in f0; 1g). We refer the reader topapers su
h as [DG03, WB96℄ for the dis
ussion of the developments in theseother areas.The solver smodels allows for the use of 
ardinality-
onstraints both in the headsand in the bodies of 
lauses. Niemel�a and 
ollaborators [NSS99℄ introdu
ed thestable semanti
s for programs admitting 
ardinality 
onstraints. At the �rstglan
e it has not been 
lear at all that the stable semanti
s of programs as in-trodu
ed in [NSS99℄ 
orre
tly generalizes the generally a

epted stable semanti
sof normal logi
 programs [GL88℄. The relationship of the stable semanti
s ofprograms admitting 
ardinality-
onstraint atoms has been studied by Ferrarisand Lifs
hitz in [FL01℄ and by the authors in [MR03℄. Ferraris and Lifs
hitzredu
ed the stable semanti
s for su
h programs to answer sets of programs withnested expressions (a natural generalization of logi
 programs). The present au-thors redu
ed the stable semanti
s of CC-logi
 programs to the usual semanti
sof normal programs extended by hide operation.In [MNR90℄ the authors developed a proof-theoreti
al te
hnique to study stablemodels of logi
 programs. The te
hnique was based on proof-s
hemes, 
ontext-dependent proofs of atoms out of programs. The 
hara
terization of stablemodels that one obtains with the proof s
hemes is based on a �xpoint of anti-monotoni
 operator. The te
hnique of proof-s
hemes has been extended by theauthors in [MR03℄ to handle the 
ontext of CC-logi
 programs. This extensionprovides, as in the 
ase of normal logi
 programs, a 
hara
terization of stablemodels of CC-logi
 programs in proof-theoreti
 terms.The goal of this paper is to prove a normal form theorem for CC-logi
 programs.To see this result in perspe
tive, let us look at the simpler 
ase of normal logi
programs. For su
h programs Dung and Kan
hansut [DK89℄ proved a 
ertainnormal form theorem. Let us 
all a normal program P purely negative if the
lauses of the program P do not 
ontain positive literals. Next, let us 
allprograms P and P 0 equivalent if the families of stable models of P and of P 0
oin
ide. Dung and Kan
hansut stated the following normal form theorem: forevery normal program P there is a purely negative program P 0 su
h that P andP 0 are equivalent.For CC-logi
 programs elimination of positive fa
ts from the bodies of 
lauses(while keeping heads) is not, in general, possible. An example of su
h programis given below (Example 2.4, Se
tion 2. Yet a weaker normal form theorem
an be shown. Let us 
all a CC-logi
 program body normal if the 
lauses of C
ontain in the bodies only the CC-atoms of the form 1fag1, and 0fBg01. Thatis only the atoms or negated atoms. We show that for every CC-logi
 programP there is a strongly equivalent body-normal program P 0 su
h that the headsin P 0 o

ur in P JEFF.We also show some 
omplexity results for body-normal CC-logi
 programs. Wedis
uss 
on
lusions in Se
tion 4.1This is equivalent to having in the bodies only expressions 1fag1 and 0fbg0.
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2 Logi
 programs, CC-logi
 programs and theirstable semanti
sRe
all that a 
lause C of a logi
 program P is a rule of the formp q1; : : : ; qm;:r1; : : : ;:rn: (1)where p; q1; : : : ; qm; r1; : : : ; rn are atoms from the set of atoms At of the program.We shall refer to p as the head of C, head (C), fq1; : : : ; qmg as the premises ofC, prem(C), fr1; : : : ; rng as the 
onstraints of C, 
ons(C), and q1 ^ : : : ^ qm ^:r1 ^ : : : ^ :rn as the body of p, body(C). A (normal) logi
 program is a set Pof 
lauses. To distinguish them from other 
lauses des
ribed below for CC-logi
programs, we shall refer to 
lause of the form of (1) as an ordinary logi
 program
lause. When n = 0, the 
lause C is 
alled a Horn 
lause. A Horn program isa set of Horn 
lauses.A Horn program always has a least model whi
h we denote that model by MP .This model 
an be 
onstru
ted as the 
losure of the one-step provability operatorTP as follows. Suppose that P is Horn Program. Thus all the 
lause of P areof the form p a1; : : : ; an: (2)Let HP denote the Herbrand Base of P . In general, if Q is logi
 program, theHerbrand base of Q is the set of atoms a su
h that either a or :a o

urs in Q.Let 2HP denote the set of all subsets of HP . The one step provability operatorTP asso
iated with P is map TP : 2HP ! 2HP su
h thatTP (S) = fp : 9 
lause C = p a1; : : : ; an 2 P su
h that fa1; : : : ; ang � Sg:(3)We 
an then de�ne TnP (S) for n � 1 by indu
tion on n by de�ning T 1P (S) =TP (S) and Tn+1P (S) = TP (TnP (S)). It is easy to see that TP is monotone operatorso that ; � TP (;) � T 2P (;) � T 3P (;) � � � � :We let T!P (;) = S1n=1 TnP (;). Then the minimal model of P , MP , is de�ned tobe T!P (;)There is a natural extension of the one step provability operator to ordinarylogi
 programs. That is, suppose P is program whi
h 
onsists of 
lauses of theform of (1) and M � HP . Then we 
an de�ne an operator TP;M : 2HP ! 2HPby TP;M (S) = fp : 9C = p a1; : : : ; an; :b1; : : : ; :bm 2 P (4)su
h that fa1; : : : ; ang � S & fb1; : : : ; bmg \M = ;g:We 
an then de�ne TnP;M (S) for n � 1 by indu
tion on n by de�ning T 1P;M (S) =TP;M (S) and Tn+1P;M (S) = TP;M (TnP;M (S)). Again it easy to see that TP;M ismonotone operator so that; � TP;M (;) � T 2P;M (;) � T 3P;M (;) � � � � :3



We let T!P;M (;) = S1n=1 TnP (;). Then we say that M is a stable model of P ifM = T!P;M (;).Alternatively, we 
an de�ne stable models of logi
 programs via the Gelfond-Lifs
hitz operator GL(�; �) [GL88℄. Here the operator GL(�; �) assigns to a logi
program P and a set of atoms M � HP , the least model of the Horn programPM where PM 
onsists of the set of all Horn 
lauses CM obtained from a 
lauseC of P of the form of (1) as follows.CM = (nil if for some i; 1 � i � n; ri 2Mp q1; : : : ; qm otherwise (5)We say that M is a stable model of P if M = GL(P;M). This de�nition isequivalent to the one given above. Gelfond and Lifs
hitz proved that everystable model M of P is a model of P , in fa
t, a minimal and supported modelof P .Next we de�ne a natural proof-theoreti
 
onstru
t asso
iated to logi
 programs
alled proof s
hemes. Let P be a logi
 program, then the set of proof s
hemesof P 
an be de�ned indu
tively as follows.1. If C = p :r1; : : : ;:rn is a 
lause of P (the 
ase n = 0 is allowed), thenhhpi; hCi; fr1; : : : ; rngi is a proof s
heme for p in P2. If hhs1; : : : ; ski; hC1; : : : ; Cki; ft1; : : : ; tlgi is a proof s
heme andC = p  q1; : : : ; qm; :r1; : : : ;:rn is a 
lause in P and fq1; : : : ; qmg �fs1; : : : ; skg, thenhhs1; : : : ; sk; pi; hC1; : : : ; Ck ; Ci; ft1; : : : ; tl; r1; : : : ; rngiis a proof s
heme for p in P .If S = hhs1; : : : ; ski; hC1; : : : ; Cki; ft1; : : : ; tlgi is a proof s
heme in P , we referto sk as the 
on
lusion of S, 
on
l(S), and say that S is a proof s
heme of skin P . We also refer to ft1; : : : ; tkg as the 
onstraints of of S, 
onst(S). We saythat S is proof s
heme of length k. We say that S is redu
ed if s1; : : : ; sk arepairwise distin
t.One 
an think of a proof s
heme for a logi
 program as the analogue of aderivation or proof in 
lassi
al logi
. However, a proof s
heme S for p not only
ontains the 
lauses that 
an be used to derive p but also keeps tra
k of the set ofatoms that must be absent from prospe
tive stable modelM , namely 
onst(S),if p is to be an element of GL(P;M). Thus we say that a proof s
heme S isadmitted by M if M \ 
onst(S) = ;.Example 2.1 Let P 
onsist of 
lauses:C1 = p q;:rC2 = q  :sC3 = s :q. 4



It is easy to 
he
k that there are exa
tly two redu
ed proof s
hemes of length 1,namely, S1 = hhqi; hC2i; fsgi is a proof s
heme for q and S2 = hhsi; hC3i; fqgiis a proof s
heme for s. There are three redu
ed proof s
hemes of length 2. Thetriple S3 = hhq; pi; hC2; C1i; fr; sgi;is a proof s
heme for p in P . In addition, there are two other redu
ed proofswhi
h 
ome from 
on
atonatingS1 andS2, namely,S4 = hhq; si; hC2; C3i; fs; qgiand S5 = hhs; qi; hC3; C2i; fs; qgi. It should be 
lear that neither of these proofs
hemes 
an be used in the 
onstru
tion of stable model. Finally there are 3 moreredu
ed proof s
hemes of length 3, namely,S6 = hhq; p; si; hC2; C1; C3i; fr; s; qgi,S7 = hhq; s; pi; hC2; C3; C1i; fr; s; qgi, and S8 = hhs; q; pi; hC3; C2; C1i; fr; s; qgi.Let us observe that r 
an never be in the stable model sin
e r is not the headof a 
aluse of P and hen
e r =2 T!P;M (;) for any M . Thus any stable model Mof P must be 
ontained in fp; q; sg. In this 
ase, it is easy to 
he
k that thereare exa
tly two stable models of P , M1 = fsg and M2 = fp; qg. Clearly, M1admits S2 but not S1 and S3. M2 admits S1 and S3, but not S2. 2The following result is proven in [MNR90℄.Proposition 2.1 Let M be a set of atoms 
ontained the Herbrand base HP ofthe a logi
 program P . Then M is a stable model of P if and only if1. Every atom p of M possesses a proof s
heme Sp in P su
h that M admitsSp2. No atom p in At nM possesses a proof s
heme admitted by M .The proposition immediately follows from the de�nition of stable model and thefollowing lemma.Lemma 2.2 Let M be a set of atoms 
ontained the Herbrand base HP of the alogi
 program P . ThenT!P;M (;) = fp :M admits a proof s
heme S for pg:Proposition 2.1 implies the following property of models of programs.Corollary 2.3 Let P be a logi
 program and let M be a model of P . Then M isa stable model of P if and only if every element of M possesses a proof s
hemein P admitted by M .The advantage of proof s
hemes is that they are entities asso
iated with pro-grams and atoms and not with models. Proof s
hemes 
arry within themselvesthe information about their own appli
ability. Let us observe that Corollary 2.3establishes a 
ondition for models of P that is easier to 
he
k than the 
ondi-tions given in Proposition 2.1. Below we will extend the notion of proof s
hemeto CC-logi
 programs and prove a result analogous to Corollary 2.3. This is one5



reason why we believe that the de�nition of CC-stable models of 
ardinality-
onstraint programs is a natural generalization of stable semanti
s for ordinarylogi
 programs.There is one other property that we 
an derive via proof s
hemes. Namely, we
an show that every program P is equivalent to a program Q, in the sense thatP and Q have the same stable models, where ea
h 
lause of Q has no premises.This result due to Dung and Kan
hansut [DK89℄ be
omes very natural in the
ontext of proof s
hemes. To this end 
onsider the set of 
lauses of the formp :b1; : : : ; :bmwhere m may be zero. We 
all su
h a program, a purely negative program. Letus suppose that we start with a logi
 program P and for ea
h redu
ed proofs
heme S = hhs1; : : : ; sni; hC1; : : : ; Cni; ft1; : : : ; tlgi;we 
onstru
t a 
lause CS = sn  :t1; : : : ; :tmwhose body 
onsists entirely of negative atoms. Let Neg(P ) 
onsist of theprogram whose 
lauses are pre
isely the set of CS su
h that S is redu
ed proofs
heme of P . If P is a �nite program, then so is Neg(P ). Then we have thefollowing theorem whi
h was impli
it in [MNR90℄.Theorem 2.4 For any logi
 program P , P and Neg(P ) have the same stablemodels.We observe that all supported models of Neg(P ) are automati
ally stable modelsof Neg(P ). Thus supported models of P are not ne
essarily supported modelsof Neg(P ). JEFFExample 2.2 Re
all the program P of Example 1 whi
h 
onsist of 
lauses:C1 = p q;:rC2 = q  :sC3 = s :q.Then it is easy to see by our analysis of the redu
ed proof s
hemes of P thatNeg(P ) 
onsists of the following eight 
lauses where in ea
h 
ase Si is derivedfrom Si.S1 = q  :sS2 = s :qS3 = p :r;:sS4 = s :q;:sS5 = q  :q;:sS6 = s :r;:s;:qS7 = p :r;:s;:qS8 = p :r;:s;:q 6



Let us observe that it is possible to get the same rule from two di�erent proofs
hemes as in the 
ase of S7 derived from S7 and S8. Moreover, we 
an get
lauses C and C 0, like S1 and S3, su
h that head(C) = head(C 0) and 
onst(C) �
onst(C 0). In su
h a situation, there is no loss in dropping 
lause C 0 from theprogram. In our 
ase, if we drop all su
h instan
e it is easy to see that Neg(P )is equivalent to 
lauses S1, S2, and S3. The stable models of Neg(P ) are, asexpe
ted, fsg and fp; qg. 2We now formally de�ne 
ardinality-
onstraint logi
 programs (CC-logi
 pro-grams). The syntax of CC-logi
 programs admits two types of atoms: (i) ordi-nary atoms from set At and (ii) atoms of the form kXl where X is a �nite setof atoms from At , k is a natural number (i.e. k 2 !), l 2 ! [ f1g and k � l.Su
h new atoms will be 
alled 
ardinality 
onstraints. The intended meaning ofan atom kXl is \out of atoms in X at least k but not more than l belong to theintended model."2 Let us observe that the meaning of the negated atom, :p ispre
isely the same as that of fpg0. Therefore we shall assume that the bodiesof rules of CC-logi
 programs 
ontain only atoms of the form kXl and atomsfrom At . That is, a CC-
lause is either a 
lause of the formp q1; : : : ; qm; k1X1l1; : : : ; knXnln (6)or kXl q1; : : : ; qm; k1X1l1; : : : ; knXnln: (7)We note that either m or n 
an be zero. Thus the head of CC-
lauses is eitherof the form p where p is an atom from At or kXl where k, X , and l satisfy the
onventions des
ribed above. We say that a set of atoms M � At satis�es the
ardinality 
onstraint kXl, M j= kXl if k � jX \M j � l. Similarly we saythat M j= p where p 2 At, if p 2 M . By treating the 
ommas in the bodiesof 
lauses as 
onjun
tions, we say that M j= body(C) if all atoms o

urring inbody(C) belong to M and all 
ardinality 
onstraints o

urring in body(C) aresatis�ed by M . We say that M satis�es a 
lause C, M j= C, if either M doesnot satisfy the body of C or M satis�es the head of C.A CC-logi
 program is a set of CC-
lauses of the form (6) or (7). We say thatM is a model of P , M j= P , if M satis�es all CC-
lauses C 2 P .There is a parti
ular 
lass of programs 
alled Horn 
onstraint programs thatplay a role similar to that of Horn programs in ordinary logi
 programming. AHorn 
onstraint 
lause is a CC-
lause where the head of the 
lause is an ordinaryatom and all the 
ardinality-
onstraint atoms kiXili in the body have li = 1,i.e., it is of the form H = p q1; : : : qm; k1X1; : : : ; knXn:Niemel�a, Simons and Soininen [NSS99℄ observe that the one step provabilityoperator asso
iated with a su
h Horn 
onstraint program P is monotone and2Customarily we do not write the lower bound if it is 0 nor the upper bound, if it is 1 butnot always. 7



hen
e a Horn 
onstraint program P has a least �xed point, MP . That is, letTP : 2At ! 2At be de�ned so that for ea
h S � AtTP (S) = fp : 9H = p q1; : : : qm; k1X1; : : : ; knXn 2 P (8)su
h that fq1; : : : ; qmg � S and for all i = 1; : : : n; jXi \ Sj � kig:Again it is easy to see that TP is monotone 
ompa
t operator and that; � T 1P (;) � T 2P (;) � T 2P (;) � � � � :Thus T!P (;) = 1[n=1TnP (;)is the least �xed point of TP . Niemel�a, Simons and Soininen observe that thatMP = T!P (;) is the least model of P .Next we introdu
e the analogue of the Gelfond-Lifs
hitz redu
t for CC-logi

lauses whi
h we 
all the NSS-redu
t. The NSS-redu
t of a 
ardinality-
onstraint
lause C with respe
t to a set M of ordinary atoms is de�ned as follows. First,eliminate all 
lauses C su
h M 6j= body(C). Next,1. if C = p  q1; : : : ; qm; k1X1l1; : : : ; knXnln, then CM = p  q1; : : : ; qm;k1X1; : : : ; knXn2. If C = kXl  q1; : : : ; qm; k1X1l1; : : : ; knXnln, then CM is a 
olle
tion ofHorn 
onstraint 
lauses of the form p  q1; : : : ; qm; k1X1; : : : ; knXn forea
h p 2 X \M .Given a CC-program P , we let PM denote a Horn 
onstraint program 
onsistingof all NNS-redu
ts of 
lauses C 2 P . Following [NSS99℄, we say that M is aCC-stable model of P if (i) M is a model of P and (ii) M is the least modelof the Horn 
onstraint program PM . It appears that, in the 
ase of ordinaryprograms, the NSS-redu
t prunes more 
lauses than GL-redu
t3.We 
an also introdu
e a one-step provability operator TP;M : 2At ! 2At for anyCC-program P and M � At . That is, for any S � At , we let TP;M (S) equalthe set of all p 2 At su
h that either(1) there is a 
lause C = p q1; : : : ; qm; k1X1l1; : : : ; knXnln su
h thatM j= body(C), fq1; : : : ; qmg � S and for all i = 1; : : : ; n, jS \Xij � ki or(2) there is a 
lause C = kXl  q1; : : : ; qm; k1X1l1; : : : ; knXnln su
h thatM j= body(C), p 2 (M \ X), fq1; : : : ; qmg � S and for all i = 1; : : : ; n,jS \Xij � ki.Note that M a�e
ts TP;M (S) in two ways. First M restri
ts the 
lauses C3M. Trusz
zy�nski (unpublished) proved that for models of P this redu
t results in the samenotion of stable model. 8



that 
an be used to put elements into TP;M (S) to be only those 
lauses su
hthat M j= body(C). Se
ond, if C = kXl  q1; : : : ; qm; k1X1l1; : : : ; knXnln issu
h that M j= body(C), then we 
an only use C to put elements from M \Xinto TP;M (S). Nevertheless, it is easy to see that TP;M is a monotone operatorso that ; � T 1P;M (;) � T 2P;M (;) � T 2P;M (;) � � � � :Thus T!P;M (;) = 1[n=1TnP (;)is the least �xed point of TP;M . It is then easy to 
he
k that M is a CC-stablemodel of P if and only if (i) M is a model of P and (ii) T!P;M (;) =M .Next we de�ne the notion of a proof s
heme for a CC-logi
 program and state aresult analogous to Corollary 2.3. The basi
 idea is that a proof s
heme should
arry along all the information that is needed to see that an element p is in aCC-stable model M . In parti
ular, when we deal with atoms of the form kXl,we need to know the information that k � jM \X j � l. Thus our proof s
hemeswill 
arry along the information about what we expe
t M \X to be. Formally,the notion of CC-proof s
heme for a CC-logi
 program P is de�ned indu
tivelyas follows.1. Whenever C = p l01X1l001 ; : : : ; l0nXnl00n is a 
lause in P and for all1 � i � n, l0i = 0 and Yi is a subset of Xi su
h that l0i � jYij � l00i thenhhpi; hCi; h(l01X1l001 ; Y1); : : : ; (l0nXnl00n; Yn)iiis a CC-proof s
heme for P . (The 
ase n = 0 is allowed.)2. Whenever l0Xl00  l01X1l001 ; : : : ; l0nXnl00n is a 
lause in P and for all 1 � i �n, l0i = 0 and Yi is a subset of Xi su
h that l0i � jYij � l00i and Y is a subsetof X su
h that k � jY j � l, then for every p 2 Yhhpi; hCi; h(kXl; Y ); (l0Xl00; Y ); (l01X1l001 ; Y1); : : : ; (l0nXnl00n; Yn)iiis a CC-proof s
heme for P . ( Again, the 
ase n = 0 is allowed.)3. WheneverS = hhs1; : : : ; swi; hC1; : : : ; Cwi; h(k01X1k001 ; Y1); : : : ; (k0rXrk00r ; Yr)iiis a CC-proof s
heme in P andC = p q1; : : : ; qm; l01Z1l001 ; : : : ; l0nZnl00nis a 
lause in P su
h that fq1; : : : ; qmg � fs1; : : : ; swg and for all 1 � i � n,jZi \ fs1; : : : ; swgj � ki and Ti is a subset of Zi su
h that l0i � jTij � l00i ,thenhhs1; : : : ; sw; pi; hC1; : : : ; Cw; Ci;h(k01X1k001 ; Y1); : : : ; (k0rXrk00r ; Yr); (l01Z1l001 ; T1) : : : ; (l0nZnl00n; Tn)iiis a CC-proof s
heme for P . 9



4. WheneverS = hhs1; : : : ; swi; hC1; : : : ; Cwi; h(k01X1k001 ; Y1); : : : ; (k0rXrk00r ; Yr)iiis a proof s
heme in P andC = l0Zl00  q1; : : : ; qm; l01Z1l001 ; : : : ; l0nZnl00nis a 
lause in P su
h that fq1; : : : ; qmg � fs1; : : : ; swg, for all 1 � i � n,jZi \ fs1; : : : ; swgj � ki and Ti is a subset of Zi su
h that l0i � jTij � l00iand Y is a subset of Z su
h that l0 � jY j � l00, then for every p 2 Yhhs1; : : : ; sw; pi; hC1; : : : ; Cw; Ci;h(l0Zl00; Y ); (k01X1k001 ; Y1); : : : ; (k0rXrk00r ; Yr); (l01Z1l001 ; T1) : : : ; (l0nZnl00n; Tn)iiis a proof s
heme for P .Now, given a CC-proof s
hemeS = hhs1; : : : ; ski; hC1; : : : ; Cki; h(k01X1k001 ; Y1); : : : ; (k0rXrk00r ; Yr)iifor P , we say that S is a CC-proof s
heme for sk in P . We shall refer to thesequen
e h(k01X1k001 ; Y1); : : : ; (k0rXrk00r ; Yr)i as the 
ardinality 
onstraint sequen
eof S. If M � At, then we say that S is admitted by M if M \ Xi = Yi fori = 1; : : : ; k. We say that S is redu
ed if s1; : : : ; sk are pairwise distin
t. We saythat S is self-
onsistent if for all i = 1; : : : ; r, Yi = Xi \ (Srj=1 Yj).It is easy to see that if M admits a proof s
hemeS = hhs1; : : : ; ski; hC1; : : : ; Cki; h(k01X1k001 ; Y1); : : : ; (k0rXrk00r ; Yr)iithen S is self-
onsistent and M j= k01X1k001 ; : : : ;M j= k0rXrk00r sin
e the sets Yi,i = 1; : : : ; k witnesses that the 
orresponding 
onstraints are satis�ed. It is theneasy to see by indu
tion that M must satisfy the body of every 
lause Ci in S.Thus a proof s
heme provides a derivation of an atom and proposes a way ofsatisfying 
onstraints o

urring in bodies of all 
lauses used in that derivation.Moreover, the proof s
hemes for ordinary programs 
an be easily transformedinto the CC-proof s
hemes for the 
orresponding 
ardinality-
onstraint program.That is, instead of having an element r be in set of 
onstraints in the third
omponent of a proof s
heme for an ordinary logi
 program, we simply add apair (0frg0; ;) to the 
ardinality 
onstraint sequen
e of the 
orresponding CC-proof s
heme be
ause a set M � At will admit su
h a proof s
heme if and onlyif r =2M .Example 2.3 Let P be the following CC-logi
 program:C1 = 1fp; qg2 r; 0ftg0C2 = r  0fsg0C3 = s 0frg0 10



The CC-program P has four stable models: M1 = fr; pg, M2 = fr; qg, M3 =fr; p; qg and M4 = fsg. M1 and M2 are in
luded in M3.The triple hhr; pi; hC2; C1i; h(1fp; qg2; fpg); (0fsg0; ;); (0ftg0; ;)ii is admitted byM1, but not by M2. Also, the s
heme S3hhr; p; qi; hC2; C1; C1i; h(1fp; qg2; fp; qg); (0fsg0; ;); (0ftg0; ;)iiis admitted by M3 but not by M1, be
ause atom q does not belong to M1. Letus observe that 
lause C1 is used in S3 twi
e, on
e to derive p and again toderive q. This phenomenon does not o

ur in 
ase of normal logi
 programswhere where, in a redu
ed s
heme, every 
lause 
an be used at most on
e. 2The following analogue of Corollary 2.3 is proved in [MR03℄.Proposition 2.5 Let P be a CC-logi
 program, and letM � At, M j= P . ThenM is a CC-stable model of P if and only if every element p of M possesses aproof s
heme Sp su
h that Sp is admitted by M .Next we want to prove the analogue of Theorem 2.4 for CC-programs. It turnsout we need to be 
areful. To this end, we shall say a CC-program P is totallynegative if all the 
lauses of P are of the formp 0T0 (9)for some set �nite T or kXl 0T0 (10)for some set �nite T . In the 
ase of ordinary logi
 programs, we were able toshow that for every logi
 program P , there was totally negative program Q su
hthat P and Q have the same stable models and the set of heads of 
lauses in P
ontains the set of heads of 
lauses in Q. Our next example will show that it isnot the 
ase that for every CC-program P , there is a totally negative CC-logi
program Q su
h that P and Q have the same CC-stable models and the set ofheads of 
lauses in P 
ontains the set of heads of 
lauses of Q.Example 2.4 Consider the CC-logi
 program P with the following two 
lauses.C1 : 0f1; 2g1 C2 : 3 1It is easy to 
he
k that P has three CC-stable models, M1 = ;, M2 = f2g, andM3 = f1; 3g. Now if Q is a totally negative program su
h that the set of headsof P 
ontains the set of heads of Q, then Q must 
onsists of two types of 
lauses.E1 : 0f1; 2; g  0A0for some set A andE2 : 3 0B0for some set B.11



However one 
an not have any 
lauses of the type E2 sin
e NSS-redu
t of Qrelative to ; would be a 
lause D of the formD : 3 0B1for some set B. But then E would show that 3 2 TQ;;(;) so that ; not aCC-stable model of Q. But if Q has no 
lauses of the form of E2, then all the
lauses of Q must be of the form E1. But this is impossible sin
e then therewould be no way to have 3 2 TQ;f1;3g(;) and hen
e f1; 3g is not a stable modelof Q. Thus there 
an be no su
h Q. 2Despite Example 2.4, we 
an still use CC-proof s
hemes to show that for everyCC-logi
 program P , there is a CC-logi
 program Q su
h that P and Q havethe same CC-stable models, the set of heads of 
lauses of P 
ontains the set ofheads of 
lauses of Q, and every 
lause of Q is of the formp q1; : : : ; qm;:b1; : : : ;:bn (11)or kXl q1; : : : ; qm;:b1; : : : ;:bn (12)That is, the bodies of the all the 
lauses of Q are of the form of bodies forordinary logi
 programs. We shall 
all CC-logi
 programs all of whose 
lausesare of the form (11) or (12) body-normal CC-logi
 programs. We note that we
an re-write 
lauses of the form (11) or (12) as follows.p q1; : : : ; qm; 0fb1; : : : ; bng0 (13)or kXl q1; : : : ; qm; 0fb1; : : : ; bng0 (14)Thus we shall assume that the 
lauses of a body-normal CC-logi
 programs arealways of the form (13) or (14).Now suppose that we are given a CC-logi
 program P . Our goal is to 
onstru
ta body normal CC-logi
 program BN(P ) su
h that P and BN(P ) have thesames set of CC-stable models. Suppose that S is a redu
ed proof s
hemeS = hhs1; : : : ; sni; hC1; : : : ; Cni; h(k1X1l1; T1); : : : (ktXtlt; Tt)iiof P where Cn = p q1; : : : ; qm; l01Y1l001 ; : : : ; l0rYrl00r :Then we 
onstru
t 
lauseCS = sn  s1; : : : ; sn�1; 0RS0where RS = Sti=1 Zi and, for ea
h i = 1; : : : ; t,Zi = (Xi � Ti if jXij < li;; otherwise. (15)12



If S is a redu
ed proof s
hemeS = hhs1; : : : ; sni; hC1; : : : ; Cni; h(k1; X1l1; T1); : : : (ktXtlt; Tt)iiof P where Cn = kXl q1; : : : ; qm; l01Y1l001 ; : : : ; l0rYrl00r :Then we 
onstru
t 
lauseCS = kXl s1; : : : ; sn�1; 0RS0where RS = Sti=1 Zi and, for ea
h i = 1; : : : ; t,Zi = (Xi � Ti if jXij < li;; otherwise. (16)Let BN1(P ) be the program whose 
lauses are pre
isely the set of CS su
h thatS is a redu
ed proof s
heme of P .BN1(P ) is not quite the program that we want. In fa
t, we have to add someadditional 
lauses to BN1(P ) to get a CC-logi
 program BN(P ) and make oneaddition assumption about P before we 
an prove an analogue of Theorem 2.4for CC-progams with P and BN(P ).That is, �rst, CC-programs allow 
lauses of the formC = 0R0 q1; : : : ; qm; k1X1l1; : : : ; knXnln: (17)We 
all 
lauses of the form of (17), empty head 
lauses. The problem withempty head 
lauses is that our de�nition of CC-proof s
heme has no me
hanismto re
e
t su
h 
lauses. That is, su
h 
lause 
annot be used to put elements intoa CC-stable model but they do restri
t the set of models of programs that havesu
h 
lauses. Hen
e our de�nition of BN(P ) is not sensitive to the existen
eof su
h 
lauses. However, we 
an easily 
onstru
t a CC-logi
 program thatis equivalent to P whi
h does not have any empty head 
lauses. That is, weintrodu
e an atom A whi
h does not o

ur in P . Then for ea
h 
lause C in Pof the form of (17), we introdu
e a 
lause Cr for ea
h r 2 R,Cr = A r; q1; : : : ; qm; k1X1l1; : : : ; knXnln;:A: (18)JEFF: We use here :A i/s 0fAg0. I Ihink this needs to be �xedWe 
all the resulting program P . Note A 
annot be in any CC-stable model ofP . That is, if A 2M , thenM does not satisfy the body of any 
lause Cr. Hen
ethere will be no 
lause D in P with A in the head su
h that M j= body(D). Itthen follows that A =2 T!P;M (;) and hen
e M is not a CC-stable model of P .Now suppose that M is a CC-stable model of P su
h that M j= body(C). Thenfq1; : : : ; qmg � M and ki � jM \ Xij � li for i = 1; : : : ; n. Then it is easy tosee that it 
annot be that r 2M with r 2 R. That is, if r 2M \R, then, sin
eM = T!P;M (;), there will be a k su
h that r; q1; : : : ; qm 2 T kP ;M (;). But then Cr13



would witness that A 2 T k+1P;M (;). Thus M \ R = ; and hen
e M j= C. Thusevery CC-stable model of P whi
h satis�es body(C) also satis�es C. It followsthat M models P and that none of the 
lauses Cr that we introdu
ed 
an beused to put elements into T!P;M (;). Hen
e it is the 
ase thatM = T!P;M (;) = T!P;M (;):Thus M is a stable model of P .One the other hand, if M is a CC-stable model of P , then A =2M sin
e A doesnot o

ur in P . Moreover, if M j= body(C), then M j= head(C) and hen
eM \ R = ;. It then follows that M j= Cr for all r 2 R sin
e M 6j= body(Cr).Thus M is a model of P . Again, it will be the 
ase thatM = T!P;M (;) = T!P;M (;)so that M is a stable model of P . Thus we have shown that P and P have thesame set of CC-stable models.Next we 
onsider the 
lauses that we have to add to BN1(P ) to obtain a CC-logi
 program BN(P ) whi
h is equivalent to P . Suppose that S is a redu
edproof s
hemeS = hhs1; : : : ; sni; hC1; : : : ; Cni; h(k1; X1l1; T1); : : : (ktXtlt; Tt)iiof P , C is a 
lause of P of the form,C = kXl q1; : : : ; qm; l01A1l001 ; : : : ; l0rArl00r ;and ~B = (B1; : : : ; Br) is a sequen
e of sets su
h that1. fq1; : : : ; qmg � fs1; : : : ; sng and2. jX \ fs1; : : : ; sngj > l,3. jAi \ fs1; : : : ; sngj � l0i for i = 1; : : : ; r, and4. for i = 1; : : : ; r, Bi � Ai and l0i � jBij � l00i .Then we 
onstru
t 
lauseCS;C; ~B = A s1; : : : ; sn; 0RS;C0;:Awhere A is a new atom whi
h does not o

ur in P and RS = (Sti=1 Zi) [(Srj=1Di) where for ea
h i = 1; : : : ; t,Zi = (Xi � Ti if jXij < li;; otherwise (19)and Di = (Ai �Bi if jXij < li;; otherwise. (20)14



We add a 
lause CS;C; ~B to BN1(P ) for ea
h su
h triple hS; C; ~Bi to get ourdesired program BN(P ). Clearly BN(P ) is a body-normal CC-logi
 program.Our next example explains why we need to add 
lauses of the form CS;C; ~B toBN(P ).Example 2.5 Consider the CC-logi
 programC1 : 1 C2 : 2 1f1; 2g2C3 : 0f1; 2g1 .It is easy to see that P does not have any CC-stable models. Sin
e 
learly,
lauses C1 and C2 will for
e 1 and 2 to be in TP;M (;) for anyM � f1; 2g. Thusthe only possible CC-stable model isM = f1; 2g. But thenM satis�es body(C3)but does not satisfy the head(C3) so that M is not a model of P . Thus P hasno CC-stable models.There are 11 redu
ed CC-proof s
hemes of P . There are 3 CC-proof s
hemes oflength 1.S1 = hh1i; hC1i; hii,S2 = hh1i; hC3i; h(0f1; 2g1; f1g)ii,S3 = hh2i; hC3i; h(0f1; 2g1; f2g)ii.There are redu
ed 6 redu
ed CC-proof s
hemes of length 2 with 
on
lusion 2.S4 = hh1; 2i; hC1; C3i; h(0f1; 2g; f2g)ii,S5 = hh1; 2i; hC3; C3i; h(0f1; 2g; f1g); (0f1; 2g; f1g)ii,S6 = hh1; 2i; hC1; C2i; h(1f1; 2g2; f1g)ii,S7 = hh1; 2i; hC1; C2i; h(1f1; 2g2; f1; 2g)ii.S8 = hh1; 2i; hC3; C1i; h(0f1; 2g1; f1g); (1f1; 2g2; f1g)ii,S9 = hh1; 2i; hC3; C1i; h(0f1; 2g1; f1g); (1f1; 2g2; f1; 2g)ii,Finally there are 2 redu
ed proof s
hemes of length 2 with 
on
lusion 1.S11 = hh2; 1i; hC3; C1i; h(0f1; 2g1; f2g)ii, andS12 = hh2; 1i; hC3; C3i; h(0f1; 2g1; f1g); (0f1; 2g1; f2g)ii.Thus CS1 = 1 ,CS2 = 1 0f2g0 ,CS3 = 2 0f1g0),CS4 = 2 1; 0f1g0,CS5 = 2 1; 0f1; 2g0,CS6 = 2 1,CS7 = 2 1,CS8 = 2 1; 0f2g0,CS9 = 1 0f2g0,CS11 = 1 0f1g0, andCS12 = 1 0f1; 2g0.It is the easy to see that BN1(P ) whi
h 
onsists of CS1 ; : : : ; CS11 has one CC-15



stable model, namely, M = f1; 2g. Hen
e BN1(P ) is not equivalent to P . Noteit easy to see that all but 
lauses CS1 , CS3 and CS6 are super
uous so thatBN1(P ) is equivalent to 
lauses:D1 : 1 ,D2 : 2 0f1g0 andD3 : 2 1.However, the 
lause C3 and the empty sequen
e ~B = hi together with any ofthe proof s
hemes S4; : : : ; CS11 generate the following 
lauses in BN(P ).CS4;C3; ~B = A 1; 2; 0f1g0;:A,CS5;C3; ~B = A 1; 2; 0f1; 2g0;:A,CS6;C3; ~B = A 1; 2;:A,CS7;C3; ~B = A 1; 2;:A,CS8;C3; ~B = A 1; 2; 0f2g0;:A,CS9;C3; ~B = A 1; 2; 0f2g0;:A,CS10;C3; ~B = A 2; 1; 0f1g)0;:A, andCS11;C3; ~B = A 2; 1; 0f1; 2g)0;:A.It 
an not be that A is in any CC-stable model of BN(P ) be
ause for anyM whi
h 
ontains A, M does not satisfy any of the bodies of CSi ;C3; ~B fori = 4; : : : ; 11. Hen
e A 
annot be in T!BN(P );M (;). Thus the only possibleCC-models are subsets of f1; 2g. But 
lauses CS1 and CS6 will for
e f1; 2g �T!BN(P );M (;) for anyM so that the only possible CC-stable model of BN(P ) isM = f1; 2g. Note that the 
lause CS6;C3; ~B = A 1; 2;:A prevents f1; 2g frombeing a CC-stable model of BN(P ) so that BN(P ) has no stable models andhen
e is equivalent to P . Moreover, it is easy to see that all the 
lauses withi 6= 6 are super
uous so that BN(P ) is equivalent to the following program:D1 : 1 ,D2 : 2 0f1g0,D3 : 2 1, andD4 : A 1; 2;:A:We then have the following analogue of Theorem 2.4. This the promised normalform theorem.Theorem 2.6 For any CC-logi
 program P whi
h has no empty head 
lauses,P and BN(P ) have the same set of stable models.Proof. First we shall show that if M j= P , then M j= BN(P ). Assumethat M j= P . Then we 
laim if S is a redu
ed CC-proof s
heme of P andM j= body(CS), then M j= CS and hen
e M j= BN(P ). First 
onsider the
ase where S is of length 1. There are two 
ases.Case 1. There is a 
lause C = p  l01X1l001 ; : : : ; l0nXnl00n is a 
lause in P su
hthat S = hhpi; hCi; h(l01X1l001 ; Y1); : : : ; (l0nXnl00n; Yn)ii16



where for all 1 � i � n, l0i = 0 and Yi is a subset of Xi su
h that l0i � jYij � l00iIn this 
ase, CS = p 0RS0where where RS = Sti=1 Zi and, for ea
h i = 1; : : : ; t,Zi = (Xi � Yi if jXij < li;; otherwise. (21)Sin
e M j= body(CS), it must be the 
ase that M \RS = ;. Thus if l00i < jXij,M \ Xi � Yi and hen
e 0 = l0i � jM \ Xij � jYij � l00i . Clearly, if l00i � jXij,then 0 = l0i � jM \Xij � l00i . It then follows M j= body(C). Sin
e M j= P , itmust be the 
ase that p 2M and hen
e M j= CS.Case 2. There is a 
lause C = $l0Xl00  l01X1l001 ; : : : ; l0nXnl00n in PS = hhpi; hCi; h(l0Xl00; Y ); (l01X1l001 ; Y1); : : : ; (l0nXnl00n; Yn)iiwhere for all 1 � i � n, l0i = 0 and Yi is a subset of Xi su
h that l0i � jYij � l00i ,Y is a subset of X su
h that k � jY j � l and p 2 Y .In this 
ase, CS = kXl 0RS0where where RS = Sti=1 Zi and, for ea
h i = 1; : : : ; t,Zi = (Xi � Yi if jXij < li;; otherwise. (22)Sin
e M j= body(C), it must be the 
ase that M \ RS = ;. Thus if l00i < jXij,M \ Xi � Yi and hen
e 0 = l0i � jM \ Xij � jYij � l00i . Clearly, if l00i � jXij,then 0 = l0i � jM \Xij � l00i . It then follows M j= body(C). Sin
e M j= P , itmust be the 
ase that M j= kXl and hen
e M j= CS.Next 
onsider the 
ase where S has length w + 1, where w � 1. Again thereare two 
ases.Case 3. S is of the formS = hhs1; : : : ; sw; pi; hC1; : : : ; Cw; Ci;h(k01X1k001 ; Y1); : : : ; (k0rXrk00r ; Yr); (l01Z1l001 ; T1) : : : ; (l0nZnl00n; Tn)iiwhere U = hhs1; : : : ; swi; hC1; : : : ; Cwi; h(k01X1k001 ; Y1); : : : ; (k0rXrk00r ; Yr)iiis a CC-proof s
heme in P andC = p q1; : : : ; qm; l01Z1l001 ; : : : ; l0nZnl00n17



is a 
lause in P su
h that fq1; : : : ; qmg � fs1; : : : ; swg and for all 1 � i � n,jZi \ fs1; : : : ; swgj � ki and Ti is a subset of Zi su
h that l0i � jTij � l00i .In this 
ase, CS = p s1; : : : ; sw; 0RS0where where RS = Sti=1 Zi and, for ea
h i = 1; : : : ; t,Zi = (Xi � Yi if jXij < li;; otherwise. (23)Case 4. S is of the formS = hhs1; : : : ; sw; pi; hC1; : : : ; Cw; Ci;h(l0Zl00; Y ); (k01X1k001 ; Y1); : : : ; (k0rXrk00r ; Yr);(l01Z1l001 ; T1) : : : ; (l0nZnl00n; Tn)iiwhere U = hhs1; : : : ; swi; hC1; : : : ; Cwi; h(k01X1k001 ; Y1); : : : ; (k0rXrk00r ; Yr)iiis a proof s
heme in P andC = l0Zl00  q1; : : : ; qm; l01Z1l001 ; : : : ; l0nZnl00nis a 
lause in P su
h that fq1; : : : ; qmg � fs1; : : : ; swg, for all 1 � i � n,jZi \ fs1; : : : ; swgj � ki and Ti is a subset of Zi su
h that l0i � jTij � l00i and Yis a subset of Z su
h that l0 � jY j � l00, and p 2 Y .In this 
ase, CS = kXl s1; : : : ; sw; 0RS0where where RS = Sti=1 Zi and, for ea
h i = 1; : : : ; t,Zi = (Xi � Yi if jXij < li;; otherwise. (24)Sin
eM j= body(C), it must be the 
ase thatM\RS = ; and fs1; : : : ; swg �M .Thus if l00i < jXij, M \ fs1; : : : ; swg �M \Xi � Yi and hen
e l0i � jM \Xij �jYij � l00i . Clearly, if l00i � jXij, then l0i � jM \ fs1; : : : ; swgj � jM \Xij � l00i . Itthen follows M j= body(C). Sin
e M j= P , it must be the 
ase that m j= kXland hen
e M j= CS.Next, 
onsider 
lauses of the form CS;C; ~B . That is, suppose S is a redu
edproof s
hemeS = hhs1; : : : ; sni; hC1; : : : ; Cni; h(k1; X1l1; T1); : : : (ktXtlt; Tt)iiof P , C is a 
lause of P of the form,C = kXl q1; : : : ; qm; l01A1l001 ; : : : ; l0rArl00r ;and ~B = (B1; : : : ; Br) is a sequen
e of sets su
h that18



1. fq1; : : : ; qmg � fs1; : : : ; sng and2. jX \ fs1; : : : ; sngj > l,3. jAi \ fs1; : : : ; sngj � l0i for i = 1; : : : ; r, and4. for i = 1; : : : ; r, Bi � Ai and l0i � jBij � l00i .In this 
ase, CS;C; ~B := A s1; : : : ; sn; 0RS;C; ~B0;:Awhere A is a new atom whi
h does not o

ur in P and RS = (Sti=1 Zi) [(Srj=1Di) where for ea
h i = 1; : : : ; t,Zi = (Xi � Ti if jXij < li;; otherwise (25)and Di = (Ai �Bi if jXij < li;; otherwise. (26)Sin
e M is model of P , A =2M . Now if M j= body(CS;C; ~B), then we know thatfs1; : : : ; sng � X . Thus for all i = 1; : : : ; r,l0i � jAi \ fs1; : : : ; sngj � jM \ Aij:Moreover, it must be the 
ase that M \ Ai � Bi sin
e Xi � Bi � RS;C; ~B andM \RS;C; ~B = ;. Thus if l00i < jXij so that if l00i < jXij, then l0i � jM \Aij � l00i .Clearly if l00i � jXij, then l0i � jM \ Aij � l00i . It follows that M j= body(C).But this is impossible be
ause, then the fa
t that M j= P implies that k �jM \X j � l. However by assumption jM \X j � jfs1; : : : ; sng\X j > l. Thus itmust be the 
ase that M 6j= body((CS;C; ~B) for any su
h S, C and ~B and hen
eM j= CS;C; ~B .Next we show that for all models M of P ,T!P;M (;) = T!BN(P );M (;): (27)It will easily follow from (27) that if M is a CC-stable model of P , then M is aCC-stable model of BN(P ).Assume that M j= P . By the arguement above, we know that M j= BN(P ).Let us note T!P;M (;) equals the set of all p 2 AtP su
h that there there is aproof s
hemeS = hhs1; : : : ; sni; hC1; : : : ; Cni; h(k1; X1l1; T1); : : : (ktXtlt; Tt)iiof P with sn = p whi
h is admitted by M . Now if S is not redu
ed, it easyto see that we 
an trim S to produ
e a redu
ed proof s
heme with the same
on
lusion. Thus there is no loss in generality in assuming that S is redu
ed.This given, we shall prove the following lemma.19



Lemma 2.7 The set of all p su
h that p is the 
on
lusion of a redu
ed proofs
heme admitted by M is 
ontained in T!BN(P );M (;)Note that in our 
ase, Lemma 2.7 impliesT!P;M (;) � T!BN(P );M (;):Proof. Suppose that p 2 AtP is su
h that there there is a proof s
hemeS = hhs1; : : : ; sni; hC1; : : : ; Cni; h(k1X1l1; T1); : : : (ktXtlt; Tt)iiof P with sn = p whi
h is admitted by M . We shall prove by indu
tion on thelength n of S that p 2 T!BN(P );M (;).First 
onsider the 
ase where S is of length 1. There are two sub
ases.Case A. There is a 
lause C = p  l01X1l001 ; : : : ; l0nXnl00n is a 
lause in P su
hthat S = hhpi; hCi; h(l01X1l001 ; Y1); : : : ; (l0nXnl00n; Yn)iiwhere for all 1 � i � n, l0i = 0 and Yi is a subset of Xi su
h that l0i � jYij � l00iIn this 
ase, CS = p 0RS0where where RS = Sti=1 Zi and, for ea
h i = 1; : : : ; t,Zi = (Xi � Yi if jXij < li;; otherwise. (28)Sin
e M admits S, it must be the 
ase that M \ RS = ;. It then followsM j= body(CS). Thus CS witnesses that p 2 TBN(P );M (;).Case B. There is a 
lause C = l0Xl00  l01X1l001 ; : : : ; l0nXnl00n in PS = hhpi; hCi; h(l0Xl00; Y ); (l01X1l001 ; Y1); : : : ; (l0nXnl00n; Yn)iiwhere for all 1 � i � n, l0i = 0 and Yi is a subset of Xi su
h that l0i � jYij � l00i ,Y is a subset of X su
h that k � jY j � l and p 2 Y .In this 
ase, CS = kXl 0RS0where where RS = Sti=1 Zi and, for ea
h i = 1; : : : ; t,Zi = (Xi � Yi if jXij < li;; otherwise. (29)Sin
e M admits S, M j= body(C) and p 2 M . Thus it must be the 
asethat M \ RS = ; and hen
e M j= body(CS). But then CS witnesses thatp 2 TBN(P );M (;). 20



Next 
onsider the 
ase where S has length w + 1, where w � 1. By indu
tion,we 
an assume that the 
on
lusion of any CC-proof s
heme U of P admitted byM where length of U is less than or equal to w is in T!BN(P );M (;). Again thereare two 
ases.Case C. S is of the formS = hhs1; : : : ; sw; pi; hC1; : : : ; Cw; Ci;h(k01X1k001 ; Y1); : : : ; (k0rXrk00r ; Yr);(l01Z1l001 ; T1) : : : ; (l0nZnl00n; Tn)iiwhere U = hhs1; : : : ; swi; hC1; : : : ; Cwi; h(k01X1k001 ; Y1); : : : ; (k0rXrk00r ; Yr)iiis a CC-proof s
heme in P andC = p q1; : : : ; qm; l01Z1l001 ; : : : ; l0nZnl00nis a 
lause in P su
h that fq1; : : : ; qmg � fs1; : : : ; swg and for all 1 � i � n,jZi \ fs1; : : : ; swgj � ki and Ti is a subset of Zi su
h that l0i � jTij � l00i .In this 
ase, CS = p s1; : : : ; sw; 0RS0where RS = Sti=1 Zi and, for ea
h i = 1; : : : ; t,Zi = (Xi � Yi if jXij < li;; otherwise. (30)Sin
e M admits S, it must be the 
ase that M \ RS = ;. Sin
e ea
h ofs1; : : : ; sw are the 
on
lusions of self-
onsistent redu
ed proofs s
hemes of length� w whi
h are admitted by M , it follows from our indu
tion hypothesis thatfs1; : : : ; swg � T!BN(P );M (;). Thus there must exist a k su
h thatfs1; : : : ; swg � T kBN(P );M (;):Thus CS witness thatp 2 TBN(P );M (T kBN(P );M (;)) = T k+1BN(P );M (;):Hen
e p 2 T!BN(P );M (;).Case D. S is of the formS = hhs1; : : : ; sw; pi; hC1; : : : ; Cw; Ci;h(l0Zl00; Y ); (k01X1k001 ; Y1); : : : ; (k0rXrk00r ; Yr);(l01Z1l001 ; T1) : : : ; (l0nZnl00n; Tn)ii21



where U = hhs1; : : : ; swi; hC1; : : : ; Cwi; h(k01X1k001 ; Y1); : : : ; (k0rXrk00r ; Yr)iiis a proof s
heme in P andC = l0Zl00  q1; : : : ; qm; l01Z1l001 ; : : : ; l0nZnl00nis a 
lause in P su
h that fq1; : : : ; qmg � fs1; : : : ; swg, for all 1 � i � n,jZi \ fs1; : : : ; swgj � ki and Ti is a subset of Zi su
h that l0i � jTij � l00i and Yis a subset of Z su
h that l0 � jY j � l00, and p 2 Y .In this 
ase, CS = kXl s1; : : : ; sw; 0RS0where where RS = Sti=1 Zi and, for ea
h i = 1; : : : ; t,Zi = (Xi � Yi if jXij < li;; otherwise. (31)Sin
e M admits S, it must be the 
ase that M \ RS = ; and p 2 M . As inCase C, we 
an argue that there must exist a k su
h thatfs1; : : : ; swg � T kBN(P );M (;):Thus CS witness thatp 2 TBN(P );M (T kBN(P );M (;)) = T k+1BN(P );M (;):Hen
e p 2 T!BN(P );M (;). This 
ompletes the proof of the lemma. 2Next we have to show that if M j= P , thenT!BN(P );M (;) � T!P;M (;):Sin
e M j= P , we know that A =2 M and M j= BN(P ). Now suppose thatp 2 T!BN(P );M (;). Then again here is a CC-proof s
heme JEFFU = hha1; : : : ; ari; hC1; : : : ; Cri; h(k1X1l1; Y1); : : : ; (ksXsls; Ys)iiof BN(P ) with ar = p whi
h is admitted by M . We shall prove by indu
tionon the length of U, that p 2 TP;M!(;). We have already shown that M 6j=body(CS;C; ~B) for any of the 
lauses CS;C; ~B that are in BN(P ). Thus there areno CC-proof s
hemes of BN(P ) admitted by M whi
h 
ontains any 
lause ofthe form CS;C; ~B . Thus all 
lauses whi
h o

ur a CC-proof s
heme of BN(P )admitted by M must be of the form CS for some CC-proof s
heme of P .First assume that U is of length 1. ThusU = hp; CS; h(0RS0; ;)iiwhere S is a CC-proof s
heme of P of length 1. There are two 
ases.22



Case I. There is a 
lause C = p  l01X1l001 ; : : : ; l0nXnl00n is a 
lause in P su
hthat S = hhpi; hCi; h(l01X1l001 ; Y1); : : : ; (l0nXnl00n; Yn)iiwhere for all 1 � i � n, l0i = 0 and Yi is a subset of Xi su
h that l0i � jYij � l00i .In this 
ase, CS = p 0RS0where RS = Sti=1 Zi and, for ea
h i = 1; : : : ; t,Zi = (Xi � Yi if jXij < li;; otherwise. (32)Sin
e M admits U, it must be the 
ase that M \ RS = ;. Thus if l00i < jXij,M \ Xi � Yi and hen
e 0 = l0i � jM \ Xij � jYij � l00i . Clearly, if l00i � jXij,then 0 = l0i � jM \Xij � l00i . It then follows M j= body(C). Thus C witnessesthat p 2 TP;M (;).Case II. There is a 
lause C = l0Xl00  l01X1l001 ; : : : ; l0nXnl00n in PS = hhpi; hCi; h(l0Xl00; Y ); (l01X1l001 ; Y1); : : : ; (l0nXnl00n; Yn)iiwhere for all 1 � i � n, l0i = 0 and Yi is a subset of Xi su
h that l0i � jYij � l00i ,Y is a subset of X su
h that k � jY j � l and p 2 Y .In this 
ase, CS = kXl 0RS0where where RS = Sti=1 Zi and, for ea
h i = 1; : : : ; t,Zi = (Xi � Yi if jXij < li;; otherwise. (33)Sin
e M admits U, it must be the 
ase that M \RS = ; and that p 2M . Thusif l00i < jXij, M \Xi � Yi and hen
e 0 = l0i � jM \Xij � jYij � l00i . Clearly, ifl00i � jXij, then 0 = l0i � jM \Xij � l00i . It then follows M j= body(C). Thus Cwitnesses that p 2 TP;M (;).Next 
onsider the 
ase where U has length w + 1, where w � 1. ThusU = ha1; : : : ; aw; pi; hCS1 ; : : : ; CSw+1 ; h(k1X1; l1; T1); : : : ; (ksXsls; Ts)ii:By indu
tion, we 
an assume that the 
on
lusion of any CC-proof s
heme V ofBN(P ) admitted by M where the length of W is less than or equal to w is inT!P;M (;). Clearly ea
h of a1; : : : ; aw are the 
on
lusions of CC-proof s
hemes ofBN(P ) admitted by M and hen
e fa1; : : : ; awg � T!P;M (;) Thus there is a ksu
h that fa1; : : : ; awg � T!P;M (;):23



Again there are two 
ases.Case III. Sw+1 is of the formSw+1 = hhs1; : : : ; sm; pi; hC1; : : : ; Cm; Ci;h(k01X1k001 ; Y1); : : : ; (k0rXrk00r ; Yr);(l01Z1l001 ; T1) : : : ; (l0nZnl00n; Tn)iiwhereW = hhs1; : : : ; smi; hC1; : : : ; Cmi; h(k01X1k001 ; Y1); : : : ; (k0rXrk00r ; Yr)iiis a CC-proof s
heme in P andC = p q1; : : : ; qs; l01Z1l001 ; : : : ; l0tZtl00tis a 
lause in P su
h that fq1; : : : ; qsg � fs1; : : : ; smg and for all 1 � i � t,jZi \ fs1; : : : ; smgj � ki and Ti is a subset of Zi su
h that l0i � jTij � l00i .In this 
ase, CSw+1 = p s1; : : : ; sm; 0RSw+10where RSw+1 = Sti=1 Zi and, for ea
h i = 1; : : : ; t,Zi = (Xi � Yi if jXij < li;; otherwise. (34)It follows that (0RSw+10; ;) is one of the 
onstraints of U. Sin
e M admits U,it must be the 
ase that M \RS = ;. Moreover, fs1; : : : ; smg must be a subsetof fa1; : : : ; awg. Thusfq1; : : : ; qsg � fs1; : : : ; smg � fa1; : : : ; awg � T kP;M (;):Note that sin
e for all 1 � i � t, jZi \ fs1; : : : ; smgj � ki, it must be the 
asethat for all 1 � i � t, jZi \ T kP;M (;)j � ki. But then C witnesses thatp 2 TP;M (T kP;M (;)) = T k+1P;M (;):Hen
e p 2 T!P;M (;).Case IV. Sw+1 is of the formSw+1 = hhs1; : : : ; sm; pi; hC1; : : : ; Cm; Ci;h(l0Zl00; Y ); (k01X1k001 ; Y1); : : : ; (k0rXrk00r ; Yr);(l01Z1l001 ; T1) : : : ; (l0nZnl00n; Tn)iiwhere W = hhs1; : : : ; swi; hC1; : : : ; Cwi; h(k01X1k001 ; Y1); : : : ; (k0rXrk00r ; Yr)ii24



is a proof s
heme in P andC = l0Zl00  q1; : : : ; qm; l01Z1l001 ; : : : ; l0nZnl00nis a 
lause in P su
h that fq1; : : : ; qmg � fs1; : : : ; swg, for all 1 � i � n,jZi \ fs1; : : : ; swgj � ki and Ti is a subset of Zi su
h that l0i � jTij � l00i and Yis a subset of Z su
h that l0 � jY j � l00, and p 2 Y .In this 
ase, CSw+1 = l0Zl00  s1; : : : ; sw; 0RS0where where RS = Sti=1 Zi and, for ea
h i = 1; : : : ; t,Zi = (Xi � Yi if jXij < li;; otherwise. (35)It follows that (0RSw+10; ;) and (l0Zl00;M \Z) are among the 
onstraints of U.Sin
e M admits U, it must be the 
ase that p 2M andM \RS = ;. Moreover,fs1; : : : ; smg must be a subset of fa1; : : : ; awg. Thusfq1; : : : ; qsg � fs1; : : : ; smg � fa1; : : : ; awg � T kP;M (;):Finally note that sin
e for all 1 � i � t, jZi \ fs1; : : : ; smgj � ki, it must be the
ase that for all 1 � i � t, jZi \ T kP;M (;)j � ki. But then C witnesses thatp 2 TP;M (T kP;M (;)) = T k+1P;M (;):Hen
e p 2 T!P;M (;).Thus we have proved that every CC-stable model of P is a CC-stable model ofBN(P ). To 
omplete our proof, we must show that every CC-stable model ofBN(P ) is a CC-stable model of P .So assume that M is a CC-stable model of BN(P ). In 
annot be that A 2M .That is, if A 2M , thenM 6j= CS;C; ~B for any 
lause CS;C; ~B in BN(P ). However,these are the only 
lauses in whi
h A o

urs in the head. Thus if A 2M , thenA =2 T!BN(P );M (;) and hen
e M is not a CC-stable model of BN(P ).First we have to prove that M is a model of P . Sin
e M j= BN(P ), we knowthat if p 2M = T!BN(P );M (;), there is a CC-proof s
heme JEFFU = hha1; : : : ; ari; hC1; : : : ; Cri; h(k1X1l1; Y1); : : : ; (ksXsls; Ys)iiof BN(P ) with ar = p whi
h is admitted by M . Note that sin
e A =2 M , it
annot be the 
ase that any of the rules CS;C; ~B 
an be used in a CC-proofs
heme of BN(P ) admitted byM sin
e all su
h rules have A in the head. Thusif a rule of the form CS;C; ~B was in a CC-proof s
heme of BN(P ) admitted byM , it would follows that A is the 
on
lusion of CC-proof s
heme of BN(P )admitted by M and hen
e A would be in M sin
e M is a CC-stable model ofBN(P ). We shall prove by indu
tion on the length of U, that p is the 
on
lusionof CC-proof s
heme of P whi
h is admitted by M .25



First assume that U is of length 1. ThusU = hp; CS; h(0RS0; ;)iiwhere S is a CC-proof s
heme of P of length 1. There are two 
ases.Case AI. There is a 
lause C = p  l01X1l001 ; : : : ; l0nXnl00n is a 
lause in Psu
h that S = hhpi; hCi; h(l01X1l001 ; Y1); : : : ; (l0nXnl00n; Yn)iiwhere for all 1 � i � n, l0i = 0 and Yi is a subset of Xi su
h that l0i � jYij � l00i .In this 
ase, CS = p 0RS0where RS = Sti=1 Zi and, for ea
h i = 1; : : : ; t,Zi = (Xi � Yi if jXij < li;; otherwise. (36)Sin
e M admits U, it must be the 
ase that M \ RS = ;. Thus if l00i < jXij,M \ Xi � Yi and hen
e 0 = l0i � jM \ Xij � jYij � l00i . Clearly, if l00i � jXij,then 0 = l0i � jM \Xij � l00i . It then follows M j= body(C). Thushhpi; hCi; h(l01X1l001 ;M \X1); : : : ; (l0nXnl00n;M \Xn)iiis CC-proof s
heme of P with 
on
lusion p admitted by M .Case AII. There is a 
lause C = l0Xl00  l01X1l001 ; : : : ; l0nXnl00n in PS = hhpi; hCi; h(l0Xl00; Y ); (l01X1l001 ; Y1); : : : ; (l0nXnl00n; Yn)iiwhere for all 1 � i � n, l0i = 0 and Yi is a subset of Xi su
h that l0i � jYij � l00i ,Y is a subset of X su
h that k � jY j � l and p 2 Y .In this 
ase, CS = kXl 0RS0where where RS = Sti=1 Zi and, for ea
h i = 1; : : : ; t,Zi = (Xi � Yi if jXij < li;; otherwise. (37)Sin
e M admits U, it must be the 
ase that M \RS = ; and that p 2M . Thusif l00i < jXij, M \Xi � Yi and hen
e 0 = l0i � jM \Xij � jYij � l00i . Clearly, ifl00i � jXij, then 0 = l0i � jM \Xij � l00i . It then followsM j= body(C). Moreover,sin
e M j= BN(P ) and M j= body(CS), it must be the 
ase that M j= kXL.Thus k �M \X � l andhhpi; hCi; h(kXl;M \X); (l01X1l001 ;M \X1); : : : ; (l0nXnl00n;M \Xn)ii26



is CC-proof s
heme of P with 
on
lusion p admitted by M .Next, 
onsider the 
ase where U has length w + 1, where w � 1. ThusU = hha1; : : : ; aw; pi; hCS1 ; : : : ; CSw+1i; h(k1X1l1; T1); : : : ; (ksXsls; Ts)ii:By indu
tion, we 
an assume that the 
on
lusion 
 of any CC-proof s
heme Wof BN(P ) admitted by M where the length of W is less than or equal to w isalso the 
on
lusion of CC-proof s
heme of P admitted by M . Clearly ea
h ofa1; : : : ; aw are the 
on
lusions of CC-proof s
hemes of BN(P ) admitted by Mand hen
e, for ea
h i, there is a CC-proof s
heme, Ei, of P with 
on
lusion aiadmitted by M whereEi = hhbi1; : : : ; bimi ; aii; hDi1; : : : ; Dimi ; Dii;h(k01;iX i1k001;i;W i1); : : : ; (k0fi;iX ifi;ik00fi;i;Wfi;i)ii:Moreover sin
eM is a CC-stable model of BN(P ), we have that fa1; : : : ; awg �T!P;M (;) =M . Again there are two 
ases.Case AIII. Sw+1 is of the formSw+1 = hhs1; : : : ; sm; pi; hC1; : : : ; Cm; Ci;h(k01X1k001 ; Y1); : : : ; (k0rXrk00r ; Yr);(l01Z1l001 ; T1) : : : ; (l0nZnl00n; Tn)iiwhere V = hhs1; : : : ; smi; hC1; : : : ; Cmi; h(k01X1k001 ; Y1); : : : ; (k0rXrk00r ; Yr)iiis a CC-proof s
heme in P andC = p q1; : : : ; qs; l01Z1l001 ; : : : ; l0tZtl00tis a 
lause in P su
h that fq1; : : : ; qsg � fs1; : : : ; smg and for all 1 � i � t,jZi \ fs1; : : : ; smgj � ki and Ti is a subset of Zi su
h that l0i � jTij � l00i .In this 
ase, CSw+1 = p s1; : : : ; sm; 0RSw+10where RSw+1 = Sti=1 Zi and, for ea
h i = 1; : : : ; t,Zi = (Xi � Yi if jXij < li;; otherwise. (38)It follows that (0RSw+10; ;) is one of the 
onstraints of U. Sin
e M admits U, itmust be the 
ase that M \RS = ;. Moreover, fs1; : : : ; smg must be a subset offa1; : : : ; awg. Thus fq1; : : : ; qsg � fs1; : : : ; smg � fa1; : : : ; awg. Note that sin
e27



for all 1 � i � t, jZi \ fs1; : : : ; smgj � ki. Sin
e M is a stable model BN(P ), itmust be the 
ase that fa1; : : : ; awg �M and hen
ejZi \M j � jZi \ fa1; : : : ; awgj � jZi \ fs1; : : : ; smgj � ki:Moreover if l00i < jXij, M \ Xi � Yi and hen
e 0 = l0i � jM \ Xij � jYij � l00i .Clearly, if l00i � jXij, then 0 = l0i � jM \Xij � l00i . It then followsM j= body(C).But then we 
an 
on
atonate the CC-proof s
heme of P , E1; : : : ;Ew and addthe 
lause C to get a CC-proof s
heme of P with 
on
lusion p as follows: JEFFhhb11; : : : ; b1m1 ; a1; : : : ; bw1 ; : : : ; bwmw ; aw; pi;hD11; : : : ; D1m1 ; D1; : : : ; Dw1 ; : : : ; Dwmw ; Dw; C; i;h(l01Z1l001 ;M \ Z1); : : : ; (l0tZtl00t ;M \ Zt);(k01;1X11k001;1;W 11 ); : : : ; (k0f1;1X1f1;1k00f1;1;Wf1;1); : : :(k01;wXw1 k001;w;Ww1 ); : : : ; (k0fw;wXwfw;wk00fw;w;Wfw ;w)ii:JEFFI believe it is Case V not IV, please 
he
k Case V. Sw+1 is of theformSw+1 = hhs1; : : : ; sm; pi; hC1; : : : ; Cm; Ci;h(l0Zl00; Y ); (k01X1k001 ; Y1); : : : ; (k0rXrk00r ; Yr);(l01Z1l001 ; T1) : : : ; (l0nZnl00n; Tn)iiwhere W = hhs1; : : : ; swi; hC1; : : : ; Cwi; h(k01X1k001 ; Y1); : : : ; (k0rXrk00r ; Yr)iiis a proof s
heme in P andC = l0Zl00  q1; : : : ; qm; l01Z1l001 ; : : : ; l0nZnl00nis a 
lause in P su
h that fq1; : : : ; qmg � fs1; : : : ; swg, for all 1 � i � n,jZi \ fs1; : : : ; swgj � ki and Ti is a subset of Zi su
h that l0i � jTij � l00i and Yis a subset of Z su
h that l0 � jY j � l00, and p 2 Y .In this 
ase, CS = l0Zl00  s1; : : : ; sw; 0RS0where where RS = Sti=1 Zi and, for ea
h i = 1; : : : ; t,Zi = (Xi � Yi if jXij < li;; otherwise. (39)It follows that (0RSw+10; ;) and (l0Zl00;M \ Z) are among the 
onstraints ofU. Sin
e M admits U, it must be the 
ase that p 2 M , l0 � jM \ Zj � l00 and28



M \ RS = ;. Moreover, fs1; : : : ; smg must be a subset of fa1; : : : ; awg. Thusfq1; : : : ; qsg � fs1; : : : ; smg � fa1; : : : ; awg. Note that sin
e for all 1 � i � t,jZi \fs1; : : : ; smgj � ki. Sin
e M is a stable model BN(P ), it must be the 
asethat fa1; : : : ; awg �M and hen
ejZi \M j � jZi \ fa1; : : : ; awgj � jZi \ fs1; : : : ; smgj � ki:Moreover if l00i < jXij, M \ Xi � Yi and hen
e 0 = l0i � jM \ Xij � jYij � l00i .Clearly, if l00i � jXij, then 0 = l0i � jM \Xij � l00i . It then followsM j= body(C).But then we 
an 
on
atonate the CC-proof s
heme of P , E1; : : : ;Ew and addthe 
lause C to get a CC-proof s
heme of P with 
on
lusion p as follows: JEFFhhb11; : : : ; b1m1 ; a1; : : : ; bw1 ; : : : ; bwmw ; aw; pi;hD11; : : : ; D1m1 ; D1; : : : ; Dw1 ; : : : ; Dwmw ; Dw; C; i;h(l0Zl00;M \ Z); (l01Z1l001 ;M \ Z1); : : : ; (l0tZtl00t ;M \ Zt);(k01;1X11k001;1;W 11 ); : : : ; (k0f1;1X1f1;1k00f1;1;Wf1;1); : : :(k01;wXw1 k001;w;Ww1 ); : : : ; (k0fw;wXwfw;wk00fw;w;Wfw ;w)ii:We are now in a position to 
omplete our proof that M j= P . That is, supposethat C = p q1; : : : ; qw; k1X1l1; : : : ; knXnlnis a 
lause of C su
h that M j= body(C). Then q1; : : : ; qm are elements of Mand hen
e there are CC-proof s
hemes, Ei, of P with 
on
lusion ai admitted byM whereEi = hhbi1; : : : ; bimi ; qii; hDi1; : : : ; Dimi ; Dii;h(k01;iX i1k001;i;W i1); : : : ; (k0fi;iX ifi;ik00fi;i;W ifi;i)ii:for i = 1; : : : ; w. Moreover, for all 1 � j � n, kj � jM \ Xj j � lj . It followsthat JEFFE = hhb11; : : : ; b1m1 ; q1; : : : ; bw1 ; : : : ; bwmw ; qw; p; i;hD11; : : : ; D1m1 ; D1; : : : ; Dw1 ; : : : ; Dwmw ; Dw; C; i;h(k1X1l1;M \X1); : : : ; (knXnln;M \Xt);(k01;1X11k001;1;W 11 ); : : : ; (k0f1;1X1f1;1k00f1;1;Wf1;1); : : :(k01;wXw1 k001;w;Ww1 ); : : : ; (k0fw;wXwfw;wk00fw;w;Wfw ;w)ii:is a CC-proof s
heme of P with 
on
lusion p admitted by M . Now if E isnot redu
ed, we 
an trim it to produ
ed a redu
ed CC-proof s
heme F with
on
lusion p admitted by M . We have already shown that the 
on
lusion ofany CC-proof s
heme of P whi
h is admitted by M is in T!BN(P );M (;). Thusp 2 T!BN(P );M (;) =M and hen
e M j= C.Next suppose thatC = kXl q1; : : : ; qw; k1X1l1; : : : ; knXnln29



is a 
lause of C su
h that M j= body(C). Then q1; : : : ; qm are elements of Mand hen
e there are CC-proof s
hemes, Ei, of P with 
on
lusion ai admitted byM whereEi = hhbi1; : : : ; bimi ; qii; hDi1; : : : ; Dimi ; Dii;h(k01;iX i1k001;i;W i1); : : : ; (k0fi;iX ifi;ik00fi;i;W ifi;i)ii:for i = 1; : : : ; w. Moreover, for all 1 � j � n, kj � jM \Xj j � lj .There are now two 
ases.Case I. jM \ X j � l. Sin
e P does not have any empty headed 
lauses, weknow that l > 0 so let Y be any non-empty subset of X su
h that k � jY j � l,Y � (M \X) and let p 2 Y . ThenE = hhb11; : : : ; b1m1 ; q1; : : : ; bw1 ; : : : ; bwmw ; qw; pi;hD11; : : : ; D1m1 ; D1; : : : ; Dw1 ; : : : ; Dwmw ; Dw; C; i;h(kXl; Y ); (k1X1l1;M \X1); : : : ; (knXnln;M \Xt);(k01;1X11k001;1;W 11 ); : : : ; (k0f1;1X1f1;1k00f1;1;Wf1;1); : : :(k01;wXw1 k001;w;Ww1 ); : : : ; (k0fw;wXwfw;wk00fw;w;Wfw ;w)ii:is a CC-proof s
heme of P with 
on
lusion p. It may not be the 
ase that E isadmitted by M sin
e it may not be the 
ase that Y = M \ X . Nevertheless,
onsider the 
lause,CE = b11; : : : ; b1m1 ; q1; : : : ; bw1 ; : : : ; bwmw ; qw; 0RE0:Sin
e ea
h of b11; : : : ; b1m1 ; q1; : : : ; bw1 ; : : : ; bwmw ; qw are the 
on
lusion of proofs
hemes of P admitted by M , it follows from Lemma 2.7 that JEFFb11; : : : ; b1m1 ; q1; : : : ; bw1 ; : : : ; bwmw ; qware all elements of T!BN(P )(;) =M . It is also easy to 
he
k that sin
eM admitsE1; : : : ;Ew, M j= body(C) and the fa
t that M \ X � Y that it must be the
ase that M j= body(CE). But then sin
e M j= BN(P ), it must be the 
asethat M j= kXl and hen
e M j= C.Case II. jM \X j > l.We shall show that this 
ase leads to a 
ontradi
tion that A 2 M . Hen
e wemust be in Case I and M j= C.Consider the proof s
heme JEFFF = hhb11; : : : ; b1m1 ; q1; A : : : ; bw1 ; : : : ; bwmw ; qwi;hD11; : : : ; D1m1 ; D1; : : : ; Dw1 ; : : : ; Dwmw ; Dw; Ci;h(k01;1X11k001;1;W 11 ); : : : ; (k0f1;1X1f1;1k00f1;1;Wf1;1); : : :(k01;wXw1 k001;w;Ww1 ); : : : ; (k0fw;wXwfw;wk00fw;w;Wfw ;w)ii:30



whi
h is just the 
on
atonation of E1; : : : ;Ew, the 
lause C and sequen
e of set~B = (M \X1; : : : ;M \Xn). Now 
onsider JEFFCF;C; ~B = A b11; : : : ; b1m1 ; q1; : : : ; bw1 ; : : : ; bwmw ; qw; 0RF;C;~B0;:A:Again we 
an argue that b11; : : : ; b1m1 ; q1; : : : ; bw1 ; : : : ; bwmw ; qw are all elements ofT!BN(P )(;) = M . It is also easy to 
he
k that sin
e M admits E1; : : : ;Ew,M j= body(C) that it must be the 
ase that M j= body(CF;C; ~B). But then sin
eM j= BN(P ), it would be the 
ase that A 2M .Thus we have M j= C for all C 2 P . Hen
e M j= P . Now, we have alreadyshown that if M j= P , thenT!P;M (;) = T!BN(P );M (;):But sin
e M is a CC-stable model of NB(P ), T!BN(P );M (;) =M and hen
e Mis a CC-stable model of P . 2Given our remarks pre
eeding Theorem 2.6, that for any CC-logi
 program P ,we 
an 
onstru
t a CC-logi
 program P whi
h is equivalent to P , we then havethe following 
orollary.Corollary 2.8 For any CC-logi
 program P and any atom A =2 AtP , there isbody-normal CC-logi
 program BN(P ) with no empty headed 
lauses su
h that1. the set of heads of 
lause of BN(P ) is 
ontained in the set of heads of
lauses of P together with fAg and2. P and BN(P ) have the same set of CC-stable models.3 Some 
omplexity issuesWe will now investigate some 
omplexity issues related to CC-logi
 programs.In [NSS99℄, Niemel�a, Simons and Soininen show that the stable model existen
eproblem for CC-logi
 programs is NP-
omplete. In light of Theorem 2.6, onewould expe
t that the existen
e problems for various restri
ted 
lasses of CC-logi
 programs su
h a body normal CC-logi
 programs is already NP-
omplete.In fa
t, as we will see, a mu
h smaller 
lass of CC-logi
 programs has thisproperty. In [FMT02℄, a 
lass of generator CC-logi
 programs is introdu
edwhi
h 
onsists of all CC-logi
 programs P su
h that ea
h 
lause C of P is a singlefa
t, i.e. C is of the form p , or of the form kXl . A generator for a set Atis a generator CC-logi
 program P su
h that every atom in At o

urs in some
lause of P . The following fa
t has been proved by M. Trusz
zy�nski[FMT02℄.Proposition 3.1 Let P be a generator for the set of atoms At. Then everymodel of P is a CC-stable model of P .We observe that Proposition 3.1 follows from Proposition 2.5.Next we observe the following 31



Proposition 3.2 The existen
e problem for stable models of generator CC-logi
programs is NP-
omplete.Proposition 3.2 follows from the existen
e of the redu
tion of the VERTEXCOVER problem to the existen
e problem for CC-stable models of generatorCC-logi
 programs. Indeed, let G = hV;Ei be a graph and k 2 N . Considerthe following generator CC-logi
 program.1fx; yg2 V k  Here the �rst 
lause is added for every edge (x; y) 2 E. Moreover, V is identi�edwith the set of atoms At . Call the resulting program PG;k. It is then easy tosee that models (and thus CC-stable models) of PG;k are vertex 
overs for G ofsize at most k.Thus even the existen
e of models or CC-stable models for CC-logi
 programsand for generator CC-logi
 programs is NP-
omplete.Finally, we will 
onsider a slightly larger 
lass of CC-logi
 programs P wherethe body of 
lause C of P 
ontains no 
ardinality 
onstraints. That is, C is ofthe form p q1; : : : ; qmor C is of the form kXl q1; : : : ; qm:We 
all su
h programs semi-generator CC-logi
 programs.We will now show how to redu
e the satis�ability problem for propositionallogi
 to the existen
e problem for CC-stable models of semi-generator CC-logi
programs. To this end, given a CNF formula � = C1 ^ : : : ^ Cm, we will writea semi-generator CC-logi
 program P� as follows. First let S denote the set ofpropositional letters that o

ur in �. For ea
h s 2 S, let d(s) = �s and d(:s) = s.Next let p0 be some �xed element in S and let T = f�p : p 2 Sg [ S. The P�
onsists of the following set of 
lauses.(1) 1fp; �pg1 (2) 2fp0; p0g2 d(:li1); : : : ; d(:lini)The 
lause (1) is added for every p 2 S. The 
lause (2) is added for every 
lauseCi = li1 _ � � � _ lini in �, i = 1; : : : ;m.Note that the 
lauses of type (1) ensure that for any CC-stable model M of P�,exa
tly one of p and �p is in M for ea
h p 2 S. In parti
ular, we 
an not haveboth p0 and �p0 in M . Thus if for all s 2 S, if we interpret s 2 M as s beingtrue and �s 2M as s being false, then it is easy to see that 
lauses in (2) ensurethat truth assignment determined by M must satisfy all the 
lauses Ci. Thenit is 
lear that there is a one-to-one 
orresponden
e between stable models ofP� and valuations of S satisfying �. Thus we have proved the following result.32



Proposition 3.3 1. The problem 
onsisting of pairs hP; ai where P is asemi-generator CC-logi
 program su
h that a belongs to some CC-stablemodel of P is NP-
omplete.2. The problem 
onsisting of pairs hP; ai where P is a semi-generator CC-logi
 program su
h that a belongs to all CC-stable models of P is 
o-NP-
omplete.4 Con
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