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Abstract. Structured linear algebra techniques enable one to deal at
once with various types of matrices, with features such as Toeplitz-,
Hankel-, Vandermonde- or Cauchy-likeness. Following Kailath, Kung and
Morf (1979), the usual way of measuring to what extent a matrix pos-
sesses one such structure is through its displacement rank, that is, the
rank of its image through a suitable displacement operator. Then, for
the families of matrices given above, the results of Bitmead-Anderson,
Morf, Kaltofen, Gohberg-Olshevsky, Pan (among others) provide algo-
rithm of complexity O(α2N), up to logarithmic factors, where N is the
matrix size and α its displacement rank. We show that for Toeplitz-like
or Vandermonde-like matrices, this cost can be reduced to O(αω−1N),
where ω is an exponent for matrix multiplication. We present conse-
quences for Hermite-Padé approximation and bivariate interpolation.
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1 Introduction

Structured linear algebra techniques are a versatile set of tools; they enable one
to deal at once with various types of matrices, with features such as Toeplitz-,
Hankel-, Vandermonde- or Cauchy-likeness.

Following [1], the usual way of measuring to what extent a matrix M pos-
sesses one such structure is through its displacement rank, that is, the rank of
its image through a suitable displacement operator. Let N be in N and let k be
our base field. Given two matrices A and B in kN×N , the displacement operator
∆A,B : kN×N → kN×N is defined as ∆A,B(M) = M −AMB. The displacement
rank of M is the rank of ∆A,B(M); the matrices G, H are generators for M if
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∆A,B = GHt. Usual choices for A and B are the lower-shift matrix Z ∈ kN×N

given by

Z =




0

1
. . .
. . . . . .

1 0




and the diagonal matrices D(s), for some s ∈ kN . They enable us to consider
the following operators, associated with the four types of structure seen above:

– the Toeplitz-like structure, with A = Z and B = Zt;
– the Hankel-like structure, with A = Z and B = Z;
– the Vandermonde-like structure, with A = D(s) and B = Zt, for some s

in kN ;
– the Cauchy-like structure, with A = D(s) and B = D(t), for some s and t

in kN .

Bitmead and Anderson [2] and Morf [3] gave fast algorithms for solving Toeplitz-
like systems Mx = b, under strong non-degeneracy assumptions, obtaining algo-
rithms of complexity O (̃N) when α = O(1). Here, the soft-Oh notation O (̃ . )
denotes the omission of polylogarithmic factors. These first algorithms were sub-
sequently generalized in several directions. Kaltofen [4] showed how to lift the
previous non-degeneracy assumptions, using randomization and an extension of
Morf’s and Bitmead and Anderson’s inequalities on the displacement rank of
submatrices. These techniques were also extended to the other structures pre-
sented above; see [5] for a detailed account. Overall, these algorithms featured a
complexity of O (̃N) when α = O(1), which becomes O (̃α2N) when α varies.

In this work, we are interested in “intermediate” situations, where the dis-
placement rank may be more than constant. Then, the previous complexity re-
sults are satisfactory (quasi-linear) with respect to N , but not to α. We improve
on this by reintroducing fast dense linear algebra into operations involving the
generators of the given matrix. Hence we denote by ω a feasible exponent for
linear algebra, that is, a real number such that n×n matrices over k can be multi-
plied in O(nω) operations in k. By the results of Coppersmith and Winograd [6],
one can take ω ≤ 2.38.

Theorem 1 Let M ∈ kN×N that is either Toeplitz-, Hankel-, or Vandermonde-
like. Given generators G,H for M in kN×α, and a vector b, one can find a
random solution to the system Mx = b, or certify that none exists, in randomized
time O (̃αω−1N).

Note that when α ' N (i.e. when the matrix is loosely, or almost not struc-
tured), our complexity result is in O (̃Nω), that is, it matches that obtained
using classical dense linear algebra.

In the Toeplitz case, we use Kaltofen’s extension of Morf’s and Bitmead and
Anderson’s algorithm. After suitable regularizations (described in [4]), the core
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of the algorithm in the Toeplitz case consists in a divide-and-conquer process,
that mimics Strassen’s reduction of matrix inversion to matrix multiplication,
always working with the generators of the matrices involved. As it turns out, the
cost C(N, α) of this algorithm satisfies the following recurrence:

C(N,α) = 2C(
N

2
, α) + O(K(N, α)) + O (̃αω−1N),

where K(N, α) denotes the cost of multiplying an N ×N Toeplitz-like matrix of
displacement rank α by α vectors.

The key tool to perform this operation is the so-called Gohberg-Semencul for-
mula, which enables one to write a Toeplitz-like matrix M of displacement rank
α as a sum of α terms of the form LiUi, where Li is a lower triangular Toeplitz
matrix and Ui an upper triangular Toeplitz matrix which can be read off the
generators of M . Using fast polynomial multiplication [7], a single matrix-vector
product v 7→ LiUiv can be done in time O (̃N), so that the matrix-vector product
v 7→ ∑

i≤α LiUiv can be done in time O (̃αN). Considering α vectors v1, . . . , vα,
we obtain the previous estimate K(N, α) ∈ O (̃α2N). Our contribution for the
Toeplitz-like case is then summarized in the following proposition.

Proposition 2 The inequality K(N, α) ∈ O (̃αω−1N) holds.

To prove this proposition, one first rewrites the operation vj 7→
∑

i≤α LiUivj

in terms of polynomial multiplication. After a few simplifications, we are left to
compute expressions of the form

∑

i≤α

Ai(BiVj mod xN )

for j ≤ α, where Ai, Bi and Vi are polynomials in k[x] of degree at most N
deduced from Li, Ui and vj . Were it not for the innder reduction modulo xN ,
performing this computation would be immediate. We use a recursive approach
reminiscent of Mulder’s short product [8], which enables us to get rid of these
truncations, replacing them by suitable polynomial matrix multiplications, yield-
ing our claim.

The Vandermonde case is reduced to the Toeplitz case using a slight exten-
sion of the reduction presented in [9], and relies on similar polynomial matrix
multiplication techniques.

2 Applications

A first application is Padé-Hermite approximation: given m powers series f1, . . . , fm

in k[[x]] and integers d1, . . . , dm, we want to find polynomials p1, . . . , pm in
k[x] such that deg pi ≤ di for all i, and p1f1 + · · · + pmfm = O(xσ), with
σ =

∑m
i=1(pi +1)−1. This is a linear problem, with a Toeplitz-like structure; we

deduce the following corollary, improving Beckermann and Labahn’s O (̃mωσ)
deterministic result [10, 11]. Recently, following [11], Storjohann announced a
deterministic O (̃mω−1σ) result in [12].
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Corollary 3 One can compute p1, . . . , pm, randomly sampled in the solution
set, in randomized time O (̃mω−1σ).

The second application is bivariate polynomial interpolation. Without loss
of generality, assume that the sample points are ordered as

P1,1 = (x1, y1,1) . . . P1,n1 = (x1, y1,n1)
. . .

Ps,1 = (xs, ys,1) . . . Ps,ns
= (xs, ys,ns

),

with n1 ≥ · · · ≥ ns, and let N = n1 + · · ·+ns be the total number of points. An
example with s = 3 and N = 7 is as follows:

n1 = 3 n2 = 2 n3 = 2

Given values vi,j , i ≤ s, j < ni, there exists a unique polynomial F of the
form

F =
∑

i≤s, j<ni

fi,jx
iyj

such that F (Pi,j) = vi,j for all i, j; this follows for instance from Lazard’s theo-
rem [13]. This is a linear problem, with Vandermonde-like structure; we deduce
the following corollary of Theorem 1.

Corollary 4 Given the values vi,j, the coefficients fi,j can be computed in ran-
domized time O (̃nω−1

1 N).

In particular, suppose that n1 = s, n1 = s, . . . , ns = 1, so that we are interpo-
lating on the simplex of monomials of total degree less than s; here, N = s(s +
1)/2. Then, our algorithm has subquadratic complexity O (̃N

ω+1
2 ) ⊂ O (̃N1.69)

(see [14] for results on bivariate evaluation).
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