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Abstract

The concept of relevance between classical prapaositformulae, defined in terms

of letter-sharing, has been around for a very liomg. But it began to take on a fresh
life in the late 1990s when it was reconsideredhm context of the logic of belief

change. Two new ideas appeared in independent wfofBdinaldo Rodrigues and

Ronhit Parikh. First, the relation of relevance vzcasmsidered modulo the belief set
under consideration, Second, the belief set wasnpatcanonical form, known as its
finest splitting. In this paper we explain theseead; relate the approaches of
Rodrigues and Parikh to each other; briefly regorhe recent results of Kourousias
and Makinson on the extent to which AGM belief ap@noperations respect

relevance; and finally show how the introductioradurther parameter allows one to
take into account epistemic and other componenteelefvance as well as purely
logical ones.

1. Logical Relevance as a Two-Place Relation

The idea of defining a notion of relevance betwprpositional formulae goes back
a long way. In the context of classical logic, whiwill be our focus, the simplest
definition to suggest itself is the following:

Definition 11 Let ab be formulae of classical propositional logic. Thaye
syntactically relevanto each other iff they share some elementaryrlette

Bibliographical: It is not clear when this definition was first moulated. Perhaps
traces of it may even be found in Boole in the migeteenth century. In the 1950s it
was used as an adequacy condition by the foundess-called relevance logic — a
subsystem of classical logic satisfying the cooditithat syntactically irrelevant
formulae never imply one another. In this paper ave not concerned with those
logics: our concern is with refinements and deplegita of the concept idlassical
contexts

Shortcoming As defined, the notion of syntactic relevancesymtax-dependent. In
other words, formula@,b may be classically equivalent #,b' respectively, ané
relevant tdb but & not relevant td'.

Example -pl(-plq) is syntactically relevant t@, but the former is classically
equivalent to~p which is not relevant tg. Here and always in the pappm, ... are
understood to be elementary letters whilg... are arbitrary formulae.

To overcome this, the obvious move is to expresh éarmulae in its least letter-set,
using the well-known:
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Fact for every formulaa, there is a unique least set of elementary lettech that
may equivalently be expressed using only lettemfthat set.

Examples The unique least letter-set epli-p) is {p}. On the other hand, the
unique least letter-set efpld(—rCq) is {p,q,r}.

Remarks (1) Strictly speaking, the result holds in thimgle form only when the
language has a primitive zero-ary operator (prdposl constant) such as the falsum.
In such a language, the least letter-set of anyaomtingent formula i§1. Without a
zero-ary connective, say with just [, [J, any tautology or contradiction has many
minimal letter-sets (in fact, all the singletontéetsets), but has no least one (since no
formula is bereft of letters). For simplicity ofrfaulation, in this paper we work with
a language that does has a primitive zero-ary adiveg e.g. the falsum. (2) The
result stated is intuitively obvious, but needsagbrdsetting minimal letter sets is
trivial since every formula contains only finitehlyany letters; but getting laastone
(which, by the antisymmetry of set-inclusion, wile unique) requires a bit more
work. See the appendix of Makinson (2007), wheeerd@sult is shown to hold, more
generally, for arbitrary sets of formulae.

We writea* for an (arbitrarily chosen) formula equivalentadhat is built in the least
letter-set fora.

Definition 12 Let a,b be formulae of classical propositional logic. Tteag said to be
essentially relevani each other ifa*, b* share some elementary letter. Equivalently:
iff every formula equivalent ta shares a letter with every formula equivalers.to

Example Although - pJ(-plq) is syntactically relevant tq, it is not essentially so,
since G pL(-plq))* = = p shares no letter witty = q.

Features Essential relevance has the following properties:
* Itis syntax-independent (immediate from definijion
* Itis symmetric (immediate from definition).

* Reflexive? Nearly: everycontingent formula is relevant to itself. Non-
contingent formulae are not relevant to anything.

« Not transitive Example p is essentially relevant @q which is so tajy, butp
is not so tay.

* Cannot be ‘made transitive’: its transitive closanaekes any two contingent
formula relevant to each othererificationn Take contingeng,c. Sincea is
contingenta* contains a lettep, likewisec* contains a letteq. Putb = pliq =
b*. Thena is essentially relevant tg alsob to ¢, so transitive closure would
makea relevant tac.

* No two distinct elementary letters are relevané&ash other (immediate from
definition).

This is all part of the folklore, and dates baclmg way. However, things began to
take a fresh turn in the late 1990s, when a fewplgelbegan thinking about relevance
in the context of formal accounts of belief changeo basic insights emerged. The



first was that in this context, the relevance oelevance of one formula to another
may be taken to depend not only one the formulam$ielves bualso on the belief
set under consideratiormhe second was that this belief set may be giveanonical
form known as itdinest splitting The following two sections explain and comment
on them.

2. Path-Relevance M odulo a Belief Set

Suppose that we have the belief 8et= {p-q, q-r}, where p,q,r are distinct
elementary letters. As such, they are irrelevargaoh other. But it is natural to say
thatfrom the point of view of the belief $&tp is relevant tay, q is relevant ta, and

p is thus indirectly relevant ta This suggests the following definition.

Definition 2.1.(Odinaldo Rodrigues). Led,b be formulae of classical propositional
logic, and letK be a set of formulae serving as a belief set. @Wjetlsata is path-
relevantto b (modK) iff there is a finite sequence,...xn+1 (N = 0) of formulae with
Xo = &%, X1 =b*, X1,....% UK, and eaclx; shares at least one letter with.

CommentsNote thatxy,..., X, are required to be elementskafThus we are looking at
finite paths throughk. On the other hand, it is not required that eithfer = a*, X.+1
=b*is in K (although of course they may be).

Bibliographical This notion was introduced by Rodrigues in higsih (1997),
Appendix A, definition 8.14. It was used by Ren#tassermann in her thesis (1999)
and in subsequent papers e.g. Riana and Wasser(@@04). Actually, all these
authors used,b instead of*,b* in the definition, but we make it syntax-indepent

in those two arguments.

Path-relevance generalizes essential relevancenatumal way: the latter amounts to
requiring thatn = 0 in Definition 2.1. Like essential relevanceshthe following
properties:

* Syntax-independent iab.
e Symmetric.

* Almost reflexive: Every contingent formula is retev to itself, but no
tautology or contradiction is relevant to anything.

* Not transitive.
With K as parameter, new features emerge:

» Distinct elementary letters can be relevant to eattier (modK). Example
WithK ={p-q,q-r, -s}, pis path-relevant tq but not tos.

* However, the relation is syntax-dependenkKirExample Add to the abov&
the formula (- s)(s-r). As this is a tautology, it does not change the
strength oK. Butp is now path-relevant t&

* The relation trivializes when the belief set is sedd under classical
consequence. Wheld = Cn(K), any two contingent formulaab are path-
relevant to each other moduka Verification Sincea,b are contingent, each



of a*, b* has at least one letter. Take any left@n a*, any letterqg in b*, note
that P+ p) - (gC=q) O Cn(K).

Can we get around the syntax-dependence in themamlK? It is natural to try
tweaking Definition 2.1, replacingy,... X, by their least letter-set versiorg,...,xn*.
However, this does not eliminate syntax-dependeBgkample CompareK = {plig}
with p relevant tog (mod K) versus the equivalett’ = {p,q} with p irrelevant toq
(mod K'). A better idea is needed, and one was provide®Rdiyit Parikh in 1999,
with his concept of aplitting of a belief set.

3. Splittings of a Belief Set

Definition 3.1 Let K be a (non-empty) belief set, expressed in theuagg of
classical propositional logic (with a zero-ary ceative). LetE be the set of all
elementary letters of the language (or occurrinfiprmulae inK). LetE = {E}iq be a
partition of E (be careful: we partition the letter-d4&t not the belief se). We say
thatE is asplitting of K iff there is a family 8i} i of sets of formulae such that each
E(B) O E andK -||-0{Bi}ix. In other words, ifK can be represented as the union of
belief sets each of which uses only letters froma ohthe cells of the partition.

Background on partitionsRecall that a partition of a (non-empty) set ifamily of
disjoint non-empty subsets of that set, whose upeirausts the set. The partitions of
a set can be put in one-one correspondence witbghigalence relations over the set.
One patrtition is said to be finer than anothertli# equivalence relation associated
with the former is included (set-theoretically) time equivalence relation associated
with the latter. Equivalently, if every cell of tHigst partition is a subset of a cell of
the second one. Recall that the infimum under f#serof any non-empty family of
partitions of a set (i.e. the partition correspogdito the intesection of all the
equivalence relations associated with partitionthéfamily) is also a partition of that
set.

Example LetK = {p->-q, ~g-r, pIs, =5, (r -t)(t-r)}. HereE = {p,q,r,st}.

* The coarsest splitting df is the singleton partition witk itself as its only
cell, puttingB = K. But we can do better than that.

» Slightly less coarse is the partition into two selt; = {p,q} and E; = {r,st}
with B; = {p,~q}, B> = {r,~s}. The lettert does not appear in either of tBg
but that is not a problem — the definition requioedy the inclusiorgE(B;) [ E
for eachi I 1.

« The finest splitting of K partitions E into five singleton cells
{ph{ at{rh{sh{t} with By = {p}, B, = {~q}, Bs ={r}, B4 = {-s}, Bs = 0.
Although eachE; must be non-empty (since it is a cell of a pant}i the
correspondindg; may be empty.

* In this example, for simplicity, the finest paii has singleton cells and the
associated sef; to Bs consist only of literals. Of course, neither nebdags
be the case. For instance take= {(p- q)(r - 9)}. Its finest partition is into



the two-element cellspfq}, {r,s} with B; = {p-q}, B, = {r - s} containing
non-literals.

Theorem 3.1(Rohit Parikh 1999). Every skt of formulae of classical propositional
logic has a unique finest splitting.

Comments

* ltis the splittingk = {E} o of elementary letters that is unique. Given such a
family, there will evidently be many familieB{ iy of sets of formulae with
D{ Bi}il:ll -”- K andE(Bi) UE.

* However, it simplifies formulations if we take aaite function associating
with eachK, having finest splittinge = {E}in of elementary letters, some
particular such family®} o, and write({Bi}io; asK”. We abuse terminology
a little by also callind<” the finest splitting oK.

* Note that when two belief sets are classically egjent, they will have
exactly the same finest splittirl§ = {E}in; and thus exactly the same finest
splitting K* = O{ Bi}icy..

Bibliographical This theorem was proven by Parikh (1999) for finge case. The

infinite case proven by Kourousias and Makinson0O7@0 using a new form of
interpolation called “parallel interpolation”. Boftarallel interpolation and the finest
splitting theorem can be extended to first-ordgido

4. Canonical Relevance (Modulo a Belief Set)

How can splitting help us make the notion of refesea modulo a belief set fully

syntax-independent? The finest decompositi®re 0{B};n of K may be seen as a
canonical form for the belief s&t, disentangling the roles of the different elemgnta
letters as far as is possible without alteringpgbever ofK. We can refine Rodrigues’

definition of path relevance by taking the pathotigh this canonical representation
instead of througk itself. Thus in Definition 2.1, replacing,....x, 0 K by Xg,...,Xq

0 K*, we have the following.

Definition 4.1.Let a,b be formulae of classical propositional logi,be a set of
formulae serving as a belief set, afitibe the finest splitting oK. We say thaa is
canonicallypath-relevanto b (modK) iff there is a finite sequence,...Xn«1 (N = 0)
of formulae withxy = @*, Xus1 = b*, Xx1,....x» O K*, and eachs sharing at least one
letter withX;1.

CommentsThis timex,,... X, are required to be elements of the canonical #fnso
we are looking at finite paths throutfi (rather than througK itself). As before, it is
not required that either af = a*, x.+1 = b* is in K* (although of course they may be).

To help the reader keep track of successive defimgf Appendix 1 contains a table of
the different kinds of relevance considered inghper.

Features of canonical path relevance modulo K:



e As desired: syntax-independent in each of its aentena, b, K. For the
argument, this follows from the fact, noted above, thatigglent belief sets
have the same finest partition.

» Like plain path-relevance, it is symmetric but trainsitive (in the arguments
a,b); almost reflexive; distinct elementary letters dze relevant to each other
(modK).

There is another way of doing the same thing.sib alses Parikh’s notion of the finest
splitting K* of K, but does not considpaths Instead, it looks atells

Definition 4.2.(Rohit Parikh 1999). Lea,b be formulae of classical propositional
logic, letK be a set of formulae serving as a belief set, With {E}iq the finest
splitting of K. We say thaa is canonicallycell-relevantto b (modK) iff there is a cell
E; of E such that each @* andb* shares some letter (not necessarily the samar)ett
with E;. More formally: iff for somea 0O I, each of the sets(a*) nE; andE(b*) nE; is
non-empty.

Table 4.1: lllustration of canonical cell-relevance

= E Es
] q r S t u
E(a*) E(b*)

In this illustration, the finest partitiok of K has three cells, each containing two
elementary letters. The lettersah and b* are disjoint, but there is a cell (the middle
one) that contains letterss from bothE(a*), E(b*) respectively.

Bibliographical Actually, Parikh (1999) worked wita,b rather than witka*,b*, and
so did Kourousias and Makinson (2007). This makeslifference to the particular
applications to AGM belief change operations madethose papers. But when
considering the notion of relevance from a genpeaspective, it is evidently better to
work with the least letter-set fornas, b*.

Theorem4.1 Canonical path-relevance is equivalent to carargell-relevance. In
detail: leta,b be formulae of classical propositional logic, detl K be a set of
formulae serving as a belief set. Theers canonically path-relevant bb(modK) iff it
is canonically cell-relevant to (modK).

Proof. See Appendix 2.

Summary of the story so faBy using Parikh’s notion of the finest splitting K. we
can refine Rodrigues’s account of relevance to niiakgntax-independent in all three
arguments, b, K, This notion of canonical path-relevance is egl@nt to the more
semantic-looking definition of canonical cell-redace. This equivalence confirms
the robustness of the concept, which hencefortbhallesimplycanonical relevance



Warning WhenK; |- K, then since eack;” -||-Ki we haveK;” |- K,*. But it does not
follow that whenK; |- K; and a is canonically relevant td (mod K;) thena is
canonically relevant tb (modK;). Example: PukK; = {pq}, K> = {p-q}. ThenK;

|- Ko andp is canonically relevant tq (mod K) but not so (modK;). Canonical
relevance depends on the logical poweKpbut is not monotonically increasing in
that power.

5. Respecting Canonical Relevancein Belief Change

We recall briefly some applications of canonicd¢vance to the study of AGM belief
change in the manner of Alchourrén, Gardenfors Miatinson 1985. We focus on
the operation of contraction (omitting revision)daomit all proofs, which can be
found in Kourousias and Makinson (2007).

Definition 5.1.We say that an operationof contraction on a belief sét respects
canonical relevancéf wheneverK |- x butK-a |/- x thena is canonically relevant to
x (modK). Contrapositively, whenevét |- x anda is canonically irrelevant te (mod
K) then stillK-a |- x.

CommentWhenK is closed under classical consequence, i.e. wWhernCn(K) then

for AGM contractionK-a is also closed under consequence, so we Kgve, K-a |-

x iff respectivelyx [0 K, x [0 K-a, and thus Definition 5.1 becomes equivalent to one
with epsilon replacing turnstile: whenewef] K anda is canonically irrelevant ta
(modK) then stillx 0 K-a.

Observation(Parikh 1999): AGM contraction can fail to respeahonical relevance,
and this can happen independently of whekher closed under consequence.

Example:Let p,q be two distinct elementary letters, and gut Cn(p,q). Then there
is an AGM maxichoice contraction that pitsp to beCn(p - ), thus eliminating not
only p but alsoq from K. However, the letteg is canonically irrelevant tp modulo
K. This is because we can siitit {p,q} into E; = {p}, E. = {q} with K* = {p,g}, and
neither of these two cells contaibsth ofthe letterg andg.

The example is robust in the sense that it goesighr even when we work with belief
bases rather than belief sets already closed wwtessequence. Pl = {p- q,q}, SO
thatCn(Ko) =K above. Then one of the AGM maxichoice base cotidras putKo—p
to be {p- g}, which eliminatesq. However, the eliminated lettey is canonically
irrelevant top moduloKy for the same reason as before.

Theorem 5.XKourousias and Makinson 2007). If we apply AGMtraction to the
finest splitingK” of a consistent belief sét, rather than td itself, then it respects
canonical relevance.

Example:In the above example, we would be applying the reatibn operation to
the canonical belief se&¢” = {p,q} rather than toK = Cn(p,q) or to Ko = {p- q,q}.
Since there is just one maximanhonimplying subset ok”, namely f}, it follows



that in this example there is just one possiblguudf an AGM belief contraction
operatiork”™-p, namely £}.

Comments (1) Actually, the observation of Parikh (1999) svenade for AGM
revision, but the counterexamples for the two ojpmna are essentially the same. (2)
Theorem 5.1 was established by Kourousias and Maki2007) only for the epsilon
version of respecting equivalence, rather thantanestile version. The two are not
the same, as remarked by Pavlos Peppas (personaiwacation). However, it is not
difficult to obtain the turnstile version of theettrem from the epsilon one, as is done
in Appendix 3.

6. Should Canonical Relevance Always be Respected?

Of course, we may ask whether it is really a slwoniog in a belief contraction
operation to eliminate canonically irrelevant fotami Is this failure to respect
canonical relevance a defect, or just a featu’@¥1 contraction?

To answer this question, we need to distinguistwéen logical and epistemic
components of relevance. The notion of canonidalvesce appears to capture well
the logical or formal component, but leaves asitteay the epistemic one.

Consider again the example where we wish to contihecbelief bas&, = {p- 0,0}

to discardp. If we are interested only in logical matters,rtivee note as above that
Ko = {p,q} so thatq is not canonically relevant tp moduloKo. In that context,
discardingp should not lead us to eliminadg but rathemp - g, whichis canonically
relevant top moduloKo.

But it may also happen that the formpla g has a special place among our beliefs. It
may be more deeply entrenched, less vulnerable some other way epistemically
more basic than either of the lettgyg or their conjunctiorplg, all of which are
elements ofCn(Kp). In that context, when discarding we should keep the
biconditionalp - q and jettison the lettey. The eliminated formulg is notlogically
relevant to the formulg that we are discarding, but it &pistemicallyso, since it
occurs in a formula ~ g to which we are attributing special epistemicistat

In general, when a belief set is presented by a,bas may have differing attitudes

towards the propositions in the base. Some mayhbee tfor convenience or by

happenstance, and another equivalent base ladkérg thay be deemed as just as
appropriate. But others may be in the base becaasgant them to be there; they

may have an epistemic priority over consequencésidmithe base and even some
others within it.

Essentially this perspective was suggested in thed Hiscussion in Makinson and

Kourousias (2007). Now we take the analysis furtyershowing how we can take
formal account of such extra-logical considerations

7. Generalizations. Parametrized and Epistemic Relevance



Of course, logic alone cannot specify which proposs are deemed to have a
particular epistemic status. But it can introduti® iits constructions parameters that
allow such considerations to play a role. We nopress these intuitive ideas more
formally. This requires generalizing some defimaand results of previous sections.

First, we observe that the notion of canonical /path relevance, which was
introduced (Definition 4.2) using the finest sphig of K, may be generalized to a
notion of cell/path relevance with respect toaahitrary splitting. In terms of cells,
this may naturally be done as follows:

Definition 7.1.Let a,b be formulae of classical propositional logic, kebe a set of
formulae serving as a belief set, dad: {E}in any splitting ofK. We say that is
relevant tob moduloE iff there is a celE; of E such that each af* and b* shares
some letter (not necessarily the same letter) &ithMore formally: iff for soma O 1,
each of the sets(a*) nE; andE(b*) nE; is non-empty.

In turn, the notion of respect for canonical reles& which was formulated with
respect to the finest splitting, may be reformuateith respect to an arbitrary
splitting.

Definition 7.2.Let K be a set of formulae serving as a belief set,Ear{E}iy any
splitting of K. We say that an operation of contraction orK respects relevance
modulo E iff wheneverK |- x but K-a |/- x thena is relevant tox modulo E.
Contrapositively, whenevéd |- x anda is irrelevant toc moduloE then stillK-a |- x.

Next, we note that two key theorems may also bengthened to cover the more
general context of arbitrary splittings.

Theorem 7.1Let K be any set of formulae of classical propositiolmglic. The
infimum of any non-empty family of splittings &fis also a splitting oK.

Proof. The proof of Theorem 3.1 (the finest splittingednem) that is given in
Kourousias and Makinson (2007) may be applied withohange to yield this
generalization.

Theorem 7.2.etK be a consistent set of formulae serving as aftsdie If we apply
AGM contraction to an arbitrarily chosen splittiofj K, then it respects relevance
modulo that splitting.

Proof. Simply re-run the one given for Theorem 5.1.

With these generalizations in hand, we can intredacparameter to handle extra-
logical (and in particular, epistemic) sourcesedévance.

Definition 7.3.Let K be a set of formulae serving as a belief set, lah& be any
relation between elementary letters. We say tisqliting E = {E}in of K protectsR
iff whenever p,q) O Rthenp,q are in the same ce} of E.



Theorem 7.3Let K be a set of formulae serving as a belief set, lah® be any
relation between elementary letters. Thiinhas a (unique) finesR-protecting
splitting.

Proof. By Theorem 7.1, the infimum of d&®-protecting splittings oK is a splitting of
K, and it is straightforward to check that it alsotpctsR.

Theorem 7.4LetK be a consistent set of formulae serving as aftsdie and leR be
any relation between elementary letters. If we a@gyibM contraction to that fine$t-
protecting splittingrather than toK itself, then it respects relevance modulo that
splitting.

Proof. Immediate from Theorem 7.2.

There are many ways, semantic and syntactic, ofifypeg a relationR between
letters that we may want to be protected. One Emp@thod is to distinguish a special
subset of the belief set consisting of formulae séheyntactic expression we regard
as carrying epistemic information about the formeula it and the connections
between the elementary letters occurring in thosendlae. This suggests the
following:

Definition 7.4.Let K be a belief state and |&; [0 K. We say that a splitting =
{E}io of K protectsKj iff it protects the relatiofR defined by puttingf,q) O R iff
there is a formula [0 K; containing botlp andg.

The relation of protection evidently depends ondimetax of the formulae iK;. For
example, a conjunction iK; will not have the same effect as the two conjuncis,
since we are looking at two formulae rather thaingle one. But this is deliberate: a
formula is put inK; only when we see its syntactic form as carryingstemic
information. From Theorems 7.3 and 7.4 we have idiately:

Corollary to Theorems 7.3 and 7 .KetK be a set of formulae serving as a belief set,
and letK; O K. ThenK has a (unique) fined{;-protecting splitting. Moreover, for
consistenk, if we apply AGM contraction to the splittimgther than t& itself, then

it respects relevance modulo that splitting.

The kinds of relevance defined in earlier sectiocose out as limiting cases. In
particular:

* In the limiting case thaK; = [0, we are taking no notice of the syntactic
features of any of the formulae K. Nothing is protected, the fine#t;-
protecting splitting ofK is just the finest splitting oK, and thus epistemic
relevance coincides with Parikh’s canonical releeafDefinition 4.2).

» At the other end of the spectrum, whién= K, we are taking notice of the
syntactic formulation of every formula o and epistemic relevance coincides
with Rodrigues’ path-relevance modulo (Definitiod 2

Summary of this sectionThus the introduction of a parameter into thetmen
definitions provides sufficient flexibility to repsent extra-logical sources of
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relevance. In particular, it allows the believingeat to specify whether there are any
special formulae in the belief set that create egations between letters, beyond the
purely logical ones. The extent to which episteneievance goes beyond canonical
relevance depends on how much of its belief seagfemt puts into the skt.

Appendices

Appendix 1: Table of Kinds of Relevance Discussed in this Paper

Name Arguments Syntax-
independent?
syntactic relevance no
. formul
essential relevance 0 1a€ yes

path-relevance

formul | lief xcept inkK
cell-relevance ormulae plus belief sét | excep

canonical (path/cell) yes
relevance

parametrized formulae plus belief sé |yes
relevance plus relatiorR over letters

epistemic relevanceéformulae plus belief sé | except inK;
plus subseK; [0 K

Appendix 2. Proof of Theorem 4.1

Theorem4.1 Canonical path-relevance is equivalent to carargell-relevance. In
detail: leta,b be formulae of classical propositional logic, detl K be a set of
formulae serving as a belief set. Theeirs canonically path-relevant bb(modK) iff it
is canonically cell-relevant to (modK).

Proof. Left to right: Suppose that is canonically path-relevant to (modK). Then
there is a finite sequencs,...xn+1 (N = 0) of formulae withxg = a*, X1 = b*, all of
X1,... % 0 K¥ and each; sharing at least one letter with;. Let p be a letter shared
by xo = a* and x;, and letq be a letter shared by andxy.; = b*. Since all ofxy,...,X,
0 K, and eaclx shares at least one letter withy. it follows that all of the letters in
X1,...,Xn come from the same cdlf of the finest splitting oK. Thus in particulap
andqg come from the same cd|, so each of the seEga*) nE; andE(b*) nE; is non-
empty as required for canonical cell-relevance.
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Right to left: Suppose thatis canonically cell-relevant to (modK). Then there is a
cell E of the finest splittinde of K such that each of the s&&*) nE andE(b*) nE;

is non-empty. By the former, there is a lefpell E; occurring ina*. Sincep U E; it
occurs in some formubad B; O K* (otherwise the splitting would not be finest, as w
could further splitg; into {p} and E\{p}). Likewise by the second there is a lettpr
occurring ina* and in some formuly O B; O K. We need to show that there are
X1,.... % in K* with x = xq, y = x, and eachg sharing a letter withx.;. But this must
hold because otherwise we could take the closyifedf {x} under the relation of
sharing a letter, to spli; further intoE({x} ") andE\ E({x} 7).

Appendix 3. Derivation of Theorem 5.1 (turnstile version) from its epsilon
counter part

Theorem 5.1 states that if we apply AGM contractiorthe finest splitting<” of a
consistent belief sef, rather than td itself, then it always respects relevance. In
other words, whenevé¢” |- x but K*-a |/- x thena is canonically relevant t® (mod

K). In Kourousias and Makinson (2007) this was prove an ‘epsilon version:
whenevex O K* butx O K*—a thena is canonically relevant to (modK).

To derive the turnstile version of the theorem friti@ epsilon one, it suffices to show
that for AGM contraction on a consistent belief Ketespect for relevance (epsilon
version) implies respect for relevance (turnstiesion).

Assume the epsilon version. Suppose K consistentk” |- x, K*—a |/- x; we need
to show thaf is canonically relevant o (modK). SinceK” |- x we haveK” |- x*, so
there areay,...,ax 0 K* with a;[0... Oy [- x*. Since K is consistent, we may assume
without loss of generality that eaett shares a letter witl*. Since K*-a |/- x we
likewise haveK™a |/- x*, so there is an< k with K*-a |/- a;, so that; 0 K*-a. By the
epsilon version of the theorem,s canonically relevant tas (modK). That is, there
is a cellg; of the finest partitiorE of K such that each of the sdi¢a*) nE; and
E(a*) nE; is non-empty. Since; [ K* all the letters of; come from the same cell, so
E(a) U E. ButE(a*) U E(&), and so als&(a*) U E;. Sincea* shares a letter with
x*, this tells us that E(x*) nE; is non-empty. Putting together the non-emptindss o
E(a*) nE; and ofE(x*) nE; we may conclude that thatis canonically relevant tz
(modK) as desired, and the proof is complete.

It is also possible to prove Theorem 5.1 (turnstégsion) directly, essentially by
including the above considerations within a re-ofithe proof of the epsilon version.
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