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Abstract. Lattice reduction algorithms behave much better in practice
than their theoretical analysis predicts, with respect to output quality
and runtime. In this paper we present a probabilistic analysis that proves
an average case bound for the length of the first basis vector of an LLL
reduced bases which reflects LLL experiments much better.
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1 Introduction

Lattice reduction is a useful tool in cryptanalysis. Different cryptosystems are
broken using lattice reduction, e.g. knapsack systems [LO85,CJL+92] as well as
RSA in special settings [May07]. Further on, factoring composite numbers and
computing discrete logarithms is possible using lattice reduction [Sch91,May07].

The most famous algorithm for lattice reduction is the LLL algorithm by
Lenstra, Lenstra and Lovász [LLL82]. Every lattice reduction algorithm used
today is in some sense a variant of the LLL. Theoretically, the best algorithm to
find short vectors is the slide reduction algorithm [GN08a]. Practically, the most
promising algorithms are the L2 algorithm by Nguyen and Stehlé [NS05] and the
BKZ algorithm by Schnorr [SE94]. A comparison of lattice reduction algorithms
can be found in [BLR08].

In this paper we present an average analysis that predicts the expected value
of the first basis vector of an LLL reduced basis to be at most 1.0439(n−1) ·
|detL|1/n whereas the worst case analysis only yields the bound 1.078n·det(L)1/n.
To obtain this result, we assume that the Gram-Schmidt coefficients that arise
in lattice reduction are random variables. The distribution is a polynomial of de-
gree four. This distribution is deduced from experiments that we performed on
random lattices chosen as in [GN08b,NS06] and on modular lattices like those
of [BLR08]. Our new bound reflects the practical results of lattice reduction
far better than the existing worst case bound and will be helpful in estimating
cryptographic key sizes of lattice based systems.

First approaches concerning the gap between theory and practice were made
in [NS06] and [GN08b]. Both papers analyse the practical behaviour of reduction
algorithms by evaluating their experiments.

2 Preliminaries

Let n, d ∈ N, n ≤ d, b1, . . . ,bn ∈ Rd linearly independent. Then L(B) =
{
∑n
i=1 xibi : xi ∈ Z} is the lattice spanned by B = [b1, . . . ,bn]. L(B) has
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dimension n, B is a basis of a lattice. Such a basis is uniquely determined up to
unimodular transformations. We write L instead of L(B) if it is clear which basis
is concerned. The first successive minimum λ1(L) is the length of the shortest
vector of a lattice. The lattice determinant det(L(B)) is defined as

√
det(BBt).

It is invariant under basis changes. For full-dimensional lattices (n = d) there is
det(L(B)) = |det(B)| for every basis B.

Denote the Gram-Schmidt-orthogonalization (GSO) with b∗i = πi(bi) where
πi(b)→ span (b1 . . .bi−1)⊥ is the orthogonal projection. The GSO is calculated
via b∗i = bi −

∑i−1
j=1 µi,jb

∗
j where µi,j = bTi b∗j/

∥∥b∗j∥∥2 for all 1 ≤ j ≤ i ≤ n. We
know that

∏n
k=1 ‖b∗k‖ = |detL|.

Lattice reduction. Creating a basis consisting of short and nearly orthogonal
vectors is the goal of lattice reduction. A more detailed notion of a reduced
lattice is the following. A basis b1, . . . ,bn is called LLL-reduced with δ ∈ ( 1

4 , 1],
if |µi,j | ≤ 0.5 for 1 ≤ j < i ≤ n and δ‖b∗i−1‖2 ≤ ‖b∗i ‖2 + µ2

i,i−1‖b∗i−1‖2 for
i = 2, . . . , n [LLL82].

Hard lattice problems. There are several problems on lattices that are supposed
to be or proven to be hard [MG02]. The most famous problem is the shortest
vector problem (SVP). The goal of γ-SVP is to find an (approximate) shortest
non-zero vector in the lattice, namely a vector 0 6= v ∈ L with ‖v‖ ≤ γλ1(L),
where γ ≥ 1 is the approximation factor. It is possible to formulate the problem
in every norm, the most usual norm is the euclidean norm, that we are using
throughout this paper.

As the length of the shortest vector λ1(L) might not be known, it might be
hard to control the approximation factor of SVP. Therefore it is common practice
to use the Hermite-SVP variant: given a γ ≥ 1, find a non-zero vector v ∈ L
with ‖v‖ ≤ γ · (detL)1/n. Having reduced a basis B one can easily calculate the
reached Hermite factor using γHermite = ‖bmin‖ /(detL)1/n.

The γ-SVP was solved by Lenstra, Lenstra and Lovász in [LLL82] for fac-
tors γ exponential in the lattice dimension n. Their LLL algorithm requires
O(n3 logM) arithmetic operations (M is a function of the input size, i.e. M =
maxi=1,...,n(‖bi‖2 , Di) and Di = det(L(b1, . . . ,bi))2) and outputs a basis whose
first vector approximates the shortest lattice vector with an approximation fac-
tor exponential in the lattice dimension. More concretely, it can be proved that
‖b1‖ ≤ (4/3)(n−1)/4 · det(L)1/n [LLL82].

In [SE94] the authors introduce the idea of deep inserting the size-reduced
vector into the basis. The same paper presents the BKZ algorithm, that is a
blockwise variant of the LLL algorithm. BKZ is today’s best algorithm for lattice
reduction in practice. Using blocksize β it reaches a lattice vector with length
‖b1‖ ≤ (γβ)

n−1
β−1 · λ1 [Sch94], where γβ is the Hermite constant in dimension β.

Practical behaviour. In practice however, lattice reduction algorithms behave
much better than theory would suppose: in the average case they find much
shorter vectors than theoretical worst case bounds suggest. In [GN08b] Gama
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and Nguyen give a practical analysis using the established implementation of
Shoup’s NTL library [Sho]. The authors state that a Hermite factor of 1.01n and
an approximation factor of 1.02n in high lattice dimension (e.g. dimension 500)
is within reach today, but a Hermite factor of 1.005n in dimension around 500
is totally out of reach.

3 LLL on the Average Revisited

Remember that in an LLL reduced basis it is required that |µi,j | ≤ 0.5 for
0 ≤ j < i ≤ n. For the theoretical LLL analysis one assumes [LLL82] that all
µi,i−1 match the worst case, i.e. |µi,i−1| = 0.5. Our new idea is to replace this
assumption by a more realistic, probabilistic distribution of the Gram-Schmidt
coefficients. The challenge is to find a suitable distribution function of those
random variables. In [NS06] the authors state that the coefficients µi,i−1 are not
uniformly distributed in the area [−0.5, 0.5].

In order to get a better impression of the distribution of the µi,i−1 we per-
formed some experiments on random lattices like those used in [NS06] and
[GN08b] as well as on the modular lattices of [BLR08]. For all experiments
we used a parameter δ = 0.99. It turns out that the values µi,i−1 are distributed
along a polynomial of degree four, namely p(x) = 53.85692x4 + 1.57202x2 +
0.19579 in the range [−0.5, 0.5]. Figure 1 shows the experimental data and the fit-
ting polynomial p(x). The polynomial p(x) is created such that

∫∞
−∞ p(x) dx = 1,

which allows us to use p(x) as density function of a probability distribution.

3.1 Expectation Values of ‖b1‖

We are now using the probability distribution given by p(x) to give a better
bound on LLL reduced bases. The first part of the proof is quite similar to the
analysis of the LLL bound [LLL82].

Theorem 1. Suppose that a basis [b1 . . .bn] is chosen arbitrarily and an LLL
algorithm is performed on the basis. Suppose that after LLL-reduction, the µi,i−1

are independent random variables and their probability distribution is given by
the polynomial p(x). Then the expectation of the norm of the first lattice vector
after LLL reduction is

E(‖b1‖) ≤ 1.0439(n−1) · |detL|1/n . (1)

Proof. We start with an LLL-reduced basis B: δ
∥∥b∗i−1

∥∥2 ≤ µ2
i,i−1

∥∥b∗i−1

∥∥2 +

‖b∗i ‖
2 ∀i = 2, . . . , n. With that1

∥∥b∗i−1

∥∥2 ≤ (δ − µ2
i,i−1)−1 ‖b∗i ‖

2 ∀ i = 2, . . . , n.
Repeating this gives us

‖b∗1‖
2 ≤

k−1∏
i=1

(δ − µ2
i,i−1)−1 ‖b∗k‖

2 ∀ k = 1, . . . , n .

1 δ − µ2
i,i−1 is positive since |µi,i−1| ≤ 0.5 and δ > 0.25
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Multiplying both sides for k = 1, . . . , n leads to

‖b∗1‖
2n ≤

n∏
k=1

( k−1∏
i=1

(δ − µ2
i,i−1)−1

)
‖b∗k‖

2 =
n∏
k=1

( k−1∏
i=1

(δ − µ2
i,i−1)−1

)
·
n∏
k=1

‖b∗k‖
2

︸ ︷︷ ︸
=|detL|2

.

Calculating the logarithm we get

ln(‖b∗1‖
2n) ≤ ln

( n∏
k=1

( k−1∏
i=1

(δ − µ2
i,i−1)−1

))
+ ln(|detL|2)

= −
n∑
k=1

k−1∑
i=1

ln(δ − µ2
i,i−1) + 2 ln(|detL|)

⇔ ln(‖b∗1‖) ≤ −
1

2n

n∑
k=1

k−1∑
i=1

ln(δ − µ2
i,i−1) +

1
n

ln(|detL|)

We now calculate the expectation value:

E(ln(‖b∗1‖) ≤ −
1

2n

n∑
k=1

k−1∑
i=1

E(ln(δ − µ2
i,i−1)) +

1
n

ln(|detL|)

Using the polynomial p(x) as density function for the random µi,i−1 we get

E(ln(δ − µ2
i,i−1)) =

∫ ∞
−∞

ln(δ − x2)p(x) dx = 2
∫ 1/2

0

ln(δ − x2)p(x) dx

For δ = 1, the expectation value E(ln(δ−x2)) becomes −0.172 (c.f. full version).
This leads to the following:

E(ln(‖b∗1‖) ≤
0.172

2n
n(n− 1)

2
+

1
n

ln(|detL|) = 0.043(n− 1) +
1
n

ln(|detL|) .

This leads to

‖b1‖ ≈ exp(E(ln(‖b∗1‖)) = exp(0.043)(n−1) · |detL|1/n = 1.0439(n−1) · |detL|1/n .
ut

The original LLL worst case bound for δ = 1 is

‖b1‖ ≤ (4/3)(n−1)/4 · det(L)1/n ≈ 1.078n · det(L)1/n . (2)

There exist bases for whom this bound is tight. In [NS06] Nguyen and Stehlé
show experimentally that practical L3 algorithms reach an average value of

‖b1‖ ≈ 1.02n · det(L)1/n . (3)

The experiments of Gama and Nguyen [GN08b] show the same behaviour of LLL
algorithms. Figure 2 gives an illustration of these norm-values, i.e. the Figure
shows the first part and leaves out the det(L)1/n-part. It is easy to see that our
expectation value is much closer to the average case than the worst case bound.
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Fig. 1. Distribution of the values µi,i−1

and the fitting polynomial p(x)
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Fig. 2. Comparison of the norm bounds:
LLL worst case bound (2), experimental
value (3) of [NS06] and new average case
bound (1). The det(L)1/n-part is omitted.

4 Further Work

To our knowledge there is no further theoretical analysis of the deep insertion
variant [SE94] concerning worst case bounds. The best upper bound known is
the standard LLL-bound. Practically the algorithm was observed in [BW02,NS06]
and [GN08b]. The average Hermite factor reached by Deep-LLL is observed to be
1.012n (maximal insertion depth not given) in [NS06] and 1.011n with maximal
insertion depth 50 in [GN08b], respectively.

It might be possible to apply our probabilistic analysis to the Deep-LLL and
to the BKZ algorithm in order to prove bounds for the deep insertion variant or
improve the known BKZ bound.

It remains an open problem to show a more precise analysis of the Gram-
Schmidt coefficients after LLL reduction. The description of our experiments in
this abstract is quite short and has to be extended. The polynomial distribution
that we assumed can only be seen as an approximation. The main difficulty
in this analysis is the fact that the random variables µi,j are dependent on
each other, i.e. µi,i−1 and µi+1,i both depend on bi and can therefore not be
considered to be independent random variables.
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